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Abstract

T nis Semiannual Technical Summary describes the operation, maintenance
and research activities at the Norwegian Seismic Array (NORSAR), the Nor-
wegian Regional Seismic Array (NORESS) and the Arctic Regional Seismic
Array (ARCESS).for the period | October 1990 - 31 March 1991. Statistics
are also presented for additional seismic stations, which through cooperative
agreements with iustitutions in the host countries provide continuous data
to the NORSAR Data Processing Center (NPDC). These stations comprise
the Finnish Experimental Seismic Array (FINESA ), the German Experimental
Seismic Array (GERESS), and two 3-component stations in Poland: Ksiaz and
Stary Folwark. This Semiannual Report also presents statistics from operation
of the Intelligent Monitoring System (IMS). The IMS has been operated in an
experimental mode using NORESS and ARCESS data, and the performance
has been very satisfactory.

The NORSAR Detection Processing system has been operated through-
out the period with an average uptime of 98.6% as compared to 98.0% for the
previous reporting period. A total of 1837 seismic events have been reported
in the NORSAR monthly seismic bulletin. The performance of the contin-
uous alarm system and the automatic bulletin transfer by telex to AFTAC
has been satisfactory. A system for direct retrieval of NORSAR waveform
data through an X.25 connection has been implemented, and has been tested
successfully for acquiring such data by AFTAC. Processing of requests for
full NORSAR/NORESS data on magnetic tapes has progressed according to
established schedules.

On-line detection processing and data recording at the NORSAR Data
Processing Center (NDPC) of NORESS, ARCESS and FINESA data have
been conducted throughout the period, with an average uptime of 99.2% for
NORESS, 98.4% for ARCESS and 98.9% for FINESA. The Intelligent Mon-
itoring System was installed at NORSAR in December 1989 and has been
operated experimentally since 1 January 1990. Results of the IMS analysis for
the reporting period are given.

There have been no modifications made to the NORSAR data acquisition
system. The process of evaluating and testing technical options for refurbish-
ment of the array is continuing.

The routine detection processing of NORESS, ARCESS and FINESA is
running satisfactorily on cack of the arrays’ SUN-3/280 data acquisition sys-
tems. The routine processing of FINESA data at NORSAR is similar to what
is done in Helsinki. GERESS data acquisition and dete:tion processing has
been conducted in an experimental mode during the period, in a way similar
to what is done in Bochum.




Maintenance activities in the period comprise preventive/corrective main-
tenance in connection with all the NORSAR subarrays, NORESS and ARCESS.
In addition, the maintenance center has been involved with occasional main-
tenance of equipment for FINESA and preparatory work in connection with
the two stations in Poland. Other activities involved testing of the NORSAR
communications systems.

We have continued our work aimed at evaluating the stability of RMS Lg
for yield estimation purposes. We have carried out a detailed RMS Lg anal-
ysis of NORSAR recordings of Novaya Zemlya underground explosions, and
in addition conducted similar analysis of Grafenberg (GRF) array recordings
(available after 1976). The results show a tight clustering in M(Lg) of 13
NORSAR-recorded explosions after 1976, and GRF data of the 27 Sep 78 ex-
plosion, for which no NORSAR data are available, indicate that this event is
of similar size. The correspondence between M(Lg) for NORSAR vs GRF is
excellent, with an orthogonal standard deviation of only 0.02-0.03 magnitude
units. This correspondence fully matches the excellent results previously ob-
tained for Semipalatinsk explosions, and confirms the promise of RMS Lg as
a stable estimator of relative yields.

The concept of threshold monitoring, introduced by Ringdal and Kvarna,
is a method of monitoring the seismic amplitude levels for the purpose of using
this information to assess the largest size of events that might go undetected by
a given network. In an effort to demonstrate the capabilities of this threshold
monitoring technique, we have conducted a simulation experiment, which has
involved down-scaling the recorded signals of the 24 October 1990 Novaya
Zemlya explosion (i, = 5.6) by a factor of 1000 (i.e., 3 orders of magnitude).
The resulting NORESS, ARCESS and FINESA traces of this “ms = 2.6 event”
were added at hourly intervals to the actual recordings for a full data day, and
the threshold monitor was then applied. The results demonstrated that every
one of these 24 “events™ were clearly identifiable on the threshold trace. While
this clearly gives a very simplified picture, it serves to document the excellent
monitoring potential of these three arrays for the Novaya Zemlya test site.

A significant part of our research effort has been directed toward the fur-
ther development of European high frequency arrays and high quality three-
component stations. The aim has been to provide for continuous transmission
of data (by satellite or land line) to NDPC and integration of this data stream
into the inpat base for the Intelligent Monitoring System (IMS). These efforts
have proceeded satisfactorily. During the reporting period, particular em-
phasis has been placed upon optimizing the GERESS beam deployment (in
cooperation with Ruhr University scientists) and completing the integration
into the network of the KSP and SFP stations in Poland. All of these network
stations are scheduled for participation in the 1991 GSETT-2 experiment.
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The multichannel statistical data processing algoritiims described in previ-
ous NORSAR Semiannual Technical summaries have now been integrated into
the Event Processor system currently in operation at NORSAR. A description
of the program and somo of the recent results are provided. At present, these
algorithms are used only experimentally, in an offline fashion, but plans to
start testing them in an operational environment have been made.

Results are presented from a two-dimensional finite difference approach to
modeling seismic wave propagation in the crust. These results are based on a
cooperative effort with scientists at the IBM Bergen Scientific Centre. In the
generation of synthetic seismograms, a homogeneous crust of thickness 30 km
and P, = 6.5 km/sec has been used as a basis, with options for perturba-
tion comprising multilayering, piece-wise linear velocity gradients as well as
large-scale discontinuities. Randomized scattering effects have so far not heen
considered. It appears that the synthetics generate all major phases, but with
a relatively weak body-wave coda generation compared to real seismograms.
The introduction of scatterers is expected to be of importance in remedying
this problem, and will be the subject of future investigations.

An overview is presented of results related to determining the crustal thick-
nesses in Fennoscandia. A detailed contour map (2 km contour intervals) has
been developed for the entire region. In view of the extrensive sediment de-
posits, a map of the crystalline crustal thicknesses is also presented for the SW
part of the area. In general, the oldest parts of the Baltic Shield exhibit the
greatest crustal thicknesses (in some areas exceeding 50 km). In the offshore
Norway areas, the crystalline thicknesses are of the order of 15-20 km, while
the sedimentary overburdens can exceed 10 km. An interesting observation is
that the Moho depth variation appears to have a counterpart in the spatial
distribution of earthquakes in the Fennoscandian region.

In the current IMS implementation of the threshold monitoring methe:.. a
limited number of specific target sites are monitored. These sites incluc's sev-
eral mines in Scandinavia and Western Russia, along with the Novav: “emlya
and Semipalatinsk nuclear test sites. We have now initiated a s* ..ly to de-
termine how this method could be applied to monitoring more ¢ <lensive geo-
graphical regions. The key to achieving this is to develop “generic” relations
for attenuation and magnitude correction factors for seismic phases cf interest,
and to deploy a sufficient number of beams to ensure adequate coverage. So
far, we have developed preliminary relations and corre.t.on factors for the Pn
and Lg phases. These “generic” relations are based vpon systematic analysis
of several hundred phase observations of regiona' cvents in various geographi-
cal areas. The results are applicable to Northe:» Europe and adjacent regions.
Factors that remain to be assessed in detai' .nclude the effect of uncertainties
in reference M; magnitudes for the evenis in the data base and the effect of
signal loss in the array beamforming.




Using the “generic” amplitude relations described above, we have gen-
erated a very extensive beam set for a short test interval using NORESS,
ARCESS and FINESA data. The results of TM processing for this time pe-
riod, which are presented in the form of regional threshold maps, are very
encouraging, and indicate that this is indeed a potentially very useful exten-
sion of the concept. However, an “operational” implementation might require
computer processing capacity of about an order of magnitude greater than is
currently available on a Sun Workstation (type Sparc station 1).
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1

1 Summary

This Semiannual Technical Summary describes the operation, maintenance
and research activities at the Norwegian Seismic Array (NORSAR), the Nor-
wegian Regional Seismic Array (NORESS) aud the Arctic Regional Seismic
Array {ARCESS) for the period 1 October 1990 - 31 March 1991. Statistics
are also presented for additional seismic stations, which through cooperative
agreements with institutions in the host countries provide continuous data
to the NORSAR Data Processing Center (NPDC). These stations comprise
the Finnish Experimental Seismic Array (FINESA), the German Experimental
Seismic Array (GERESS), and two 3-component stations in Poland: Ksiaz and
Stary Folwark. This Semiannual Report also presents statistics from operation
of the Intelligent Monitoring System (IMS). The IMS has been operated in an
experimental mode using NORECZS and ARCESS data, and the performance
has been very satisfactory.

The NORSAR Detection Processing system has been operated through-
out the period with an average uptime of 98.6% as compared to 98.0% for the
previous reporting period. A total of 1837 seismic events have been reported
in the NORSAR monthly seismic bulletin. The performance of the contin-
uous alarm system and the automatic bulletin transfer by telex to AFTAC
has been satisfactory. A system for direct retrieval of NORSAR waveform
data through an X.25 connection has been implemented, and has been tested
successfully for acquiring such data by AFTAC. Processing of requests for
full NORSAR/NORESS data on magnetic tapes has progressed according to
established schedules.

Orn-line detection processing and data recording at the NORSAR Data
Processing Center (NDPC) of NORESS., ARCESS and FINESA data have
been conducted throughout the period, with an average uptime of 99.2% for
NORESS, 98.4% for ARCESS and 98.9% for FINESA. The Intelligent Mon-
itoring System was installed at NORSAR in December 1989 and has been
operated experimentally since 1 January 1990. Results of the IMS analysis for
the reporting period are given.

There have been no modifications made to the NORSAR data acqu sition
system. The process of evaluating and testing technical options for refurbish-
ment of the array is continaing.

The routine detection processing of NORESS, ARCESS and FINESA is
running satisfactorily on each of the arrays’ SUN-3/280 data acquisition sys-
tems. The routine processing of FINESA data at NORSAR is similar to what
is done in Helsinki. GERESS data acquisition and detection processing has
been conducted in an experimental mode during the period, in a way similar
to what is done in Bochum.




Maintenance activities in the period comprise preventive/corrective main-
tenance in connection with all the NORSAR subarrays, NORESS and ARCESS.
In addition, the maintenance center has been involved with occasional main-
tenance of equipment for FINESA and preparatory work in connection with
the two stations in Poland. Other activities involved testing of the NORSAR
communications systems.

We have continued our work aimed at evaluating the stability of RMS Lg
for yield estimation purposes. We have carried out a detailed RMS Lg anal-
ysis of NORSAR recordings of Novaya Zemlya underground explosions, and
in addition conducted similar analysis of Grafenberg (GRF) array recordings
(available after 1976). The results show a tight clustering in M(Lg) of 13
NORSAR-recorded explosions after 1976, and GRF data of the 27 Sep 78 ex-
plosion, for which no NORSAR data are available, indicate that this event is
of similar size. The correspondence between M({Lg) for NORSAR vs GRF is
excellent, with an orthogonal standard deviation of only 0.02-0.03 magnitude
units. This correspondence fully matches the excellent results previously ob-
tained for Semipalatinsk explosions, and confirms the promise of RMS Lg as
a stable estimator of relative vields.

The concept of threshold monitoring, introduced by Ringdal and Kvarna,
is a method of monitoring the seismic amplitude levels for the purpose of using
this information to assess the largest size of events that might go undetected by
a given network. In an effort to demonstrate the capabilities of this threshold
monitoring technique, we have conducted a simulation experiment, which has
involverd down-scaling the recorded signals of the 24 October 1990 Novaya
Zemlya explosion (my = 5.6) by a factor of 1000 (i.e., 3 orders of magnitude).
The resulting NORESS, ARCESS and FINESA traces of this “my = 2.6 event”
were added at hourly intervals to the actual recordings for a full data day, and
the threshold monitor was then applied. The results demonstrated that every
one of these 24 “events” were clearly identifiable on the threshold trace. While
this clearly gives a very simplified picture, it serves to document the excellent
monitoring potential of these three arrays for the Novaya Zemlya test site.

A significant part of our research effort has been directed toward the fur-
ther development of European high frequency arrays and high quality three-
component stations. The aim has been to provide for continuous transmission
of data (by satellite or land line) to NDPC and integration of this data stream
into the input base for the Intelligent Monitoring System (IMS). These efforts
have proceeded satisfactorily. During the reporting period, particular em-
phasis has been placed upon optimizing the GERESS beam deployment (in
cooperation with Ruhr University scientists) and completing the integration
into the network of the KSP and SFP stations in Poland. All of these network
stations are scheduled {for participation in the 1991 GSETT-2 experiment.




The multichannel statistical data processing algorithms described in previ-
ous NORSAR Semiannual Tec!.nical summaries have now been integrated into
the Event Processor system currently in operation at NORSAR. A description
of the program and some of the recent results are provided. At pre ~nt, these
algorithms are used only experimentaliy, in an offline fashion, o1t plans to
start testing them in an operational environment have been made.

Results are presented from a two-di.. al finite difference approach to
modeling seismic wave propagation in the ci. .. These results are based on a
cooperative effort with scientists at the IBM Bergen Scientific Centre. In the
generation of synthetic seismograms, a homogeneous crust of thickness 30 kin
and Py = 6.5 km/sec has been used as a basis, with options for perturba-
tion comprising multilayering, piece-wise linear velocity gradients as well as
large-scale discontinunities. Randomized scattering effects have so far not been
considered. It appears that the synthetics generate all major phases. but with
a relatively weak body-wave coda generation compared to real seismograms.
The introduction of scatterers is expected to be of importance in remedying
this problem, and will be the subject of future investigations.

An overview is presented of results related to determining the crustal thick-
nesses in Fennoscandia. A detailed contour map (2 km contour intervals) has
been developed for the entire cegion. In view of the extrensive sediment de-
posits, a map of the crystalline crustal thicknesses is also preseuted for the SW
part of the area. In general. the oldest parts of the Baltic Shield exhibit the
greatest crustal thicknesses (in some areas exceeding 50 km). In the offshore
Norway areas, the crystalline thicknesses are of the order of 15-20 km. while
the sedimentary overburdens can exceed 10 km. An interesting observation is
that the Moho depth variation appears to have a counterpart in the spatial
distribution of earthquakes in the Fennoscandian region.

In the current IMS implementation of the threshold monitoring method. a
limited number of specific target sites are monitored. These sites include sev-
eral mines in Scandinavia and Western Russia, along with the Novaya Zemlya
and Semipalatinsk nuclear test sites. We have now initiated a study to de-
termine how this method could be applied to monitoring more extensive geo-
graphical regions. The key to achieving this is to develop “generic” relations
for attenuation and magnitude correction factors for seismic phases of interest,
and to deploy a sufficient number of beams to ensure adequatc coverage. So
far, we have developed preliminary relations and correction factors for the Pn
and Lg phases. These “generic” relations are based upon systematic analysis
of several hundred phase observations of regional events in various geographi-
<al areas. The results are applicable to Northern Europe and adjacent regions.
Factors that remain to be assessed in detail include the effect of uncertainties
in reference My magnitudes for the events in the data base and the effect of
signal loss in the array beamforming.




Using the “generic” amplitude relations described above, we have gen-
erated a very extensive beam set for a short test interval using NORESS.
ARCESS and FINESA data. The results of TM processing for this time pe-
riod, which are presented in the form of regional threshold maps, are very
eicouraging. and indicate that this is indeed a potentially very useful exten-
sion of the concept. However, an “operational™ implementation might require
computer processing capacity of about an order of magnitude greater than is
currently available on a Sun Workstation {(type Sparc station 1).




2 NORSAR Operation

2.1 Detection Processor (DP) operation

There have been 48 breaks in the otherwise coutinuous operation of the NOR-
SAR online system within the current 6-month reporting interval. The uptime
percentage for the period is 98.6 as compared to 9%.0 for the previous period.

Fig. 2.1.1 and the accompanying Table 2.1.1 both show the daily DP down-
time for the days between 1 October 1990 and 31 March 1991. The monthly
recording times and percentages are given in Table 2.1.2.

The breaks can be grouped as follows:

a) Hardware failure 8
b) Stops related to program work or error 2
¢) Hardware maintenance stops 6
d}  Power jumps and breaks 0
e)  TOD error correction 0
f)  Communication lines 32

The total downtime for the period was 86 hours and 3 minutes. The
mean-time-between-failures (MTBF) was 4.1 days, as compared to 3.2 for the
previous period.

J. Torstveit
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Fig. 2.1.1 Detection Processor downtime for Qctober (top), November {mid-
dle} and December (bottom) 1990.
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Fig. 2.1.1 Detection Processor downtime for January (top), February (mid-
dle) and March (bottom) 1991.




S Dct 0032-0146 Hardvare failure NDPC

6 Qct 1656-1758 Hardware failure NDPC

9 Qct 1216-1252 Hardware failure NDPC

10 Qct 1304-1314 Hardware failure NDPC

11 Oct 0042-~0144 Hardware failure NDPC

11 Oct 0754~1006 Hardware maintenance NDPC
20 Qct 1624~ Hardware failure NDPC
21 QOct ~1043 Hardware failure NDPC
22 Qct 2300~ Hardware failure NDPC
23 Oct ~1245 Hardvare failure NDPC

16 Nov 0855-0903 Hardware maintenance NDPC
21 Nov 1801-1850 Hardware failure NDPC
28 Nov 0120-0140 Operator error NDPC
29 Nov 1515-1534 Hardware failure NDPC

4 Dec 1212-1223 Hardware maintenance NDPC
1 Jan 1037-1351 Software work (new year)
3 Jan 1017-1023 Hardware maintenance NDPC
21 Feb 1620~ Hardware failure NDPC
22 Fed -0855 Hardware failure NDPC

Table 2.1.1 The major downtimes in the period 1 October 1990 31 March
1991.




Month  DP Uptime DP Uptime No. of No. of Days DP MTBF*

Hours % DP Breaks with Breaks (days)

OCT 90 705.52 94.83 12 10 23
NOV 90 717.58 99.61 11 R 2.5
DEC 90 743.55 99.96 4 4 6.2
JAN 91 740.33 99.51 7 7 3.9
FEB 91 655.08 97.48 11 7 2.3
MAR 91 719.88 99.98 3 3 7.5

98.56 48 39 4.1

*Mean-time-between-failures = total uptime/no. of up intervals.

Table 2.1.2 Online sysiem performance, 1 October 1990 - 31 March 1991.




2.2 Array communications

General

Table 2.2.1 reflects the performance of the communications system through-
out the reporting period.

The most common events which have affected the NORSAR array have
been: damaged communications cables, loss of subarray power, irregularities
in the NTA transmission systems and incorrect line level.

Detailed summary
October (wecks §0 44). 1.10 §.11.90

1A was affected by a bad communications cable (week 44). 01B was
affected by a communications cable damaged by excavation (weeks 40 41}
Also the 02C communications cable was afiected for the same reason (week
16). In addition we had svue problems (week 41) in connection with 02B. 02¢C
and 06C.

November (weeks {3 48). 511 2.12.90

01A resumed operation 6 November. 018 was affected approximately 6
hours week 45, cause not stated. 02C resumed operation 20 November after
conununications cable repair by NTA/Hamar. 04C was affected 2. 21 and
2% November in connection with au irregularity between Hamar and Elverum,
including a change to spare transmission equipment. 06C was affected weeks
45,45 aud 47, reason unknown.

Decemnber (weeks 49 52), 3 30.12.90

03C and 06C were affected during this period; 03C weeks 49 and 52, 06C
weeks 51 and 32. In order to improve the 03C performance NTA/Lillestrom
raised the level towards Kjeller by 3.5 dBm. 06C resumed operation after a
Modcomp restart 27 December.

January (weeks 1-5), 31.12.90 3.1.91

Week | three subarrays were affected: 02B 3 January in connection with a
scheduled movement to another transmission group. 4 -5 January due to power
failure: 02C 4 January and 03C 4- 5 January, probably caused by interruption
refated to NTA equipment. In Week 2 (8 January) 02C data disappeared.
According to NTA/Lillestrom a cable was damaged in connection with road-
work. On 10 January the cable was repaired. In Week 3 (18 January) power
to 02B again failed. After repair and replacement of the main fuses, the SLEM
was finally reset 23 January. The subarray then again delivered data. 03C
lost synchronization 23 January. After a Modcomp restart, sync was again

10




established.
February (weeks 6-9), §.2-3.3.91

In this period 4 subarrays were affected: 02B, 02C week 9; 03C weeks 7
and 9; and finally 06C weeks 7, & and 9. There were short interruptions in
NTA transmission equipment/lines, which again resulted in sync problems.

March (weeks 10-13), 4-31.3.91

The subarrays 02B, 02C and 06C were affected 1 March, and 03C on 3
March. All were resynchronized 4 March after a Modcomp restart. A com-
munications cable damaged by an excavation 4 March resulted in loss of data
from subarray 03C. 5 March the cable was repaired.

0.A. Hansen

11




Sub- Oct 90 (5) Nov 90 (4) Dec 90 (4) Jan 91 (5) Feb 91 (4) Mar 91 (4)  Average
arrays 1.10-4.1) 511-2.12 3-30.12 31.12.90-3.2.9] 4.2-3.3 4-31.3 1/2 year
O1A Oxg o019 ¥*0.0030 0.0006 0.0006 0.0009 0.0007 0.004
01B 21%0 0040 0.896 0.001 0.023 0.0008 1740 002 0.160
02B *0 364 0.025 0.011 Wi o4 e )0 *0.458 0.145
02C De0.0002  STr0.0002 0.0009 e 4a7 Mieg o3 *0 448 0.150
03C 0.008 0.004 B 002 Firgoon2  YSieg 27 *0. 448 0.081
04C 0.003 AW Ty 0.001 0.001 0.002 0.001 0.200
06C *0.011 T 398 *1*0.0006 0.003 %1% 0007 *0.343 0.459
AVER 0.063 0.646 0.002 0.068 0.006 0.213 0.171

*See Section 2.2 regarding figures preceded by an asterisk.

Figures representing etror rate (in per cent) preceded by a number 1), 2). ete., are related to

legend below.

ISR RN NS

Average 4 weeks (10-43/90), (1-5/91)

241731417 Average 3 weeks (42-14.46-48/90). (6-8.10-13/91)

31.61,8),9),10),15)

5).16)

Average 2 weeks (41-42,15-47 49-51/90), (2,5.8/91)
Average 1 week (48/90), (6/91)

Table 2.2.1 Communications performance. The numbers represent error rates
in per cent based on total transmitted frames/week (1 October 1990 - 31
March 1991).




2.3 Event detection operation

In Table 2.3.1 some monthly statistics of the Detection and Event Processor
operation are given. The table lists the total number of detections (DPX)
triggered by the on-line detector, the total number of detections processed by
the automatic event processor (EPX) and the total number of events accepted
after analyst review (teleseismic phases, core phases and total).

Total Total hocepted events
DPX EPX P-phases Core phases Sum Daily
Oct 90 11300 1381 211 70 281 9.1
Nov 90 12225 1411 241 64 305 10.2
Dec 90 14158 1471 283 62 345 1.1
Jan 91 12849 1354 206 59 265 8.5
Feb 91 12025 1497 204 43 247 8.8
Mar 91 11200 1409 329 65 394 12.7
1474 363 1837 10.1

Table 2.3.1. Detection and Event Processor statistics, I October 1990 - 31
March 1991.

B. Paulsen
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3 Operation of Regional Arrays

3.1 Recording of NORESS data at NDPC, Kjeller

Table 3.1.1 Jists the main outage times and reasons, and as can be seen the
main reasons for the outages are hardware failure at the HUB and software
failure al NDPC.

The average recording time was 99.2% as compared to 92.9% for the pre-
vious period.

Date Time Cause
12 Oct 0910-0914 Service at HUB
12 Oct 1025-1033 Service at HUB
18 Cct 0103-0145 Timing failure HUB
19 Qct 0058-0151 Timing failure HUB
22 Oct 1238-1259 Service at HUB
1 Nov 0850-0911 Line failure
14 Nov 0840-0845 Service at HUB
16 Nov 0037-0045 Line failure
21 Nov 2034-2104 Software failure
22 Nov 0600-0608 Software failure
23 Nov 2316-2352 Software failure
24 Nov 0921-0943 Software failure
26 Nov 2029-2216 Software failrre
26 Nov 2300- Software failure
27 Nov -0621 Software failure
28 Nov 1159-1354 Power failure HUB
28 Nov 1430-1711 Power failure HUB
3 Dec 0810-0824 Hardware failurs NDPC
8 Dec 2200-2205 Software failure
18 Dec 0855-1029 Line failure
24 Dec 0534-0549 Line failure
31 Dec 2035-2045 Line failure
9 Jan 1045-1112 Service at HUB
11 Jan 1225-1228 Service at HUB

14




20 Jan 2101-2108% Line failure
20 Jan 2112-2117 Line failure
20 Jan 2132-2135 Line failure
6 Feb 2238-2242 Line failure
2 Mar 0100-1325 Software failure

Table 3.1.1. Interruptions in recording of NORESS data at NDPC, 1 October
1990 - 31 March 1991.

Monthly uptimes for the NORESS on-line data recording task, taking into
account all factors (field installations, transmissions line, data center opera-
tion) affecting this task were as follows:

October T 99.8%
November : 97.8%
December :  99.6%
January 0 99.9%
February : 100.0%
March : 98.4%

Fig. 3.1.1 shows the uptime for the data recording task, or equivalently,
the availability of NORESS data in our tape archive, on a day-by-day basis,
for the reporting period.

J. Torstveit
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Fig. 3.1.1. NORESS data recording uptime for October (top), November
(middle) and December (bottom) 1990.
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Fig. 3.1.1. (cont.) NORESS data recording uptime for January (top), Febru-
ary (middle) and March (bottom) 1991.
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3.2 Recording of ARCESS data at NDPC, Kjeller

The main reasons causing most of the ARCESS outage in the period are:
Hardware failure at NDPC and line failure. Outage intervals are listed in
Table 3.2,

The average recording time was 98.4% as compared to 95.6% for the pre-

vious period.

Date Time Cause

S Oct 0413-0438 Power break HUB
S Oct 0456-0523 Power break HUB

5 Oct 0629-0723 Power break HUB
5 Oct 1321-1620 Instaling UPS at HUB
S Oct 2038-2236 Instaling UPS at HUB
7 Oct 0743-0756 Software failure
10 Oct 0810-0911 Software failure
10 Oct 2138-2220 Software failure
13 Oct 1410-1511 Software failure
14 Oct 1120-1232 Software failure
15 Oct 1100-1133 Software failure
19 Oct 1603-1644 Software failure
22 Oct 1333-1534 Hardware failure
23 Oct 1355-14086 Software failure
25 Oct 0650-0834 Software fajlure
25 Oct 1555-1606 Software failure
9 Nov 0034-0107 Software failure
10 Nov 1900-1929 Software failure
13 Dec 0315- Line failure

14 Dec -1845 Line failure
31 Dec 2310- Line failure

1 Jan ~-0001 Line failure

7 Feb 0952-1025 Hardware failure
14 Feb 2141-2238 Hardware failure
16 Feb 0026-0130 Hardware failure
17 Fedb 1144-1149 Hardware failure
17 Feb 1602-1657 Hardware failure




17 Feb 1708-1738 Hardware failure

18 Feb 1259-1311 Hardware maintenance
19 Feb 1031-1038 Hardware failure

19 Feb 1234-1238 Hardware failure

19 Feb 1451-1507 Hardware failure

19 Feb 1656-1759 Hardware failure

i9 Feb 1839-1910 Hardware failure

21 Feb 1725-1741 Hardware failure

21 Feb 2300- Hardware failure

22 Feb -0721 ha:idware failure

22 Feb 1008-1012 Hardware failure

22 Feb 1032-1058 Hardware failure

22 Fed 1113-1123 Hardware failure

22 Feb 1144-1155 Hardware failure

23 Feb 0825-0832 Hardware failure

26 Feb 0715-0736 Hardware maintenance
6 Mar 1142-1209 Software maintenance
6 Mar 1214-1245 Software maintenance

Table 3.2.1. The main interruptions in recording of ARCESS data at NDPC,
1 October 1990 - 31 March 1991.

Monthly uptimes for the ARCESS on-line data recording task, taking into
account all factors (field installations, transmissions line, data center opera-
tion) affecting this task were as follows:

October : 98.2%
November :  99.9%
December : 94.6%
January : 100.0%
February : 98.2%
March T 99.9%

Fig. 3.2.1 shows the uptime for the data recording task, or equivalently,
the availability of ARCESS data in our tape archive, on a day-by-day basis,
for the reporting period.

J. Torstveit
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Fig. 3.2.1. ARCESS data recording uptime for October (top), Novemher
(middle) and December (bottom) 1990.
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Fig. 3.2.1. (cont.) ARCESS data recording uptime for January (top), Febru-
ary (middle) and March (bottom) 1991.
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3.3 Recording of FINESA data at NDPC, Kjeller

The main reason for downtime ot the FINESA array in the period are line
failure, either between Norsar and Helsinki or between Helsinki and the field
installation.

The average recording time was 98.9% as compared to 39.0% for the pre-
vious period.

Date Time Cause
3 Oct 0823-0844 Line failure
3 Oct 0902-0907 Line failure
3 Oct 0917-1034 Line failure
4 Oct 1116- Line failure
5 Oct -0627 Line failure
15 Oct 1604-1615 Line failure
27 Oct 0241-0340 Line failure
31 Oct 2322- Line failure
1 Nov ~-0530 Line failure
10 Nov 1750-1757 Line failure
12 Nov 1014-1104 Line failure
13 Nov 0753-0757 Line failure
19 Nov 2215-2230 Line failure
20 Nov 0029-0045 Line failure
19 Dec 2215-2230 Line failure
20 Dec 0029-0045 Line failure
11 Jan 0651-0705 Line failure
16 Jan 1233-1257 Line failure
19 Jan 0810-0817 Line failure
19 Jan 0846-0853 Line failure
20 Jan 2306- Line failure
21 Jan -0118 Line failure
24 Jan 0119-0744 Line failure
13 Feb 0832-0849 Line failure
25 Feb 1240-1245 Line failure
7 Mar 2010-2017 Line failure
12 Mar 2232-2238 Line failure
24 Mar 1006-1200 Hardware failure

22




26 Mar 0920-1739 Hardware failure
27 Mar 0624-0757 Hardware failure
27 Mar 1043-1349 Hardware maintenance

Table 3.3.1 The main interruptions in recording of FINESA data at NDPC,
1 October 1990 — 31 March 1991.

Monthly uptimes for the FINESA on-lire data recording task, taking into
account all factors (field installations, transmissions line, data center opera-
tion) affecting this task were as follows:

October :97.0%
November : 99.8%
December : 99.9%
January :O9RTY
February : 99.9%
March : 97T.R%

Fig. 3.3.1 shows the uptime for the data recording task, or equivalentiy,
the availability of FINESA data in our tape archive, on a day-hy-day basis.
for the reporting period.

J. Torstveit
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Fig. 3.3.1. (cont.) FINESA data recording uptime for January (top), Febru-
ary (middle) and March (bottom) 1991.
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3.4 Event detection operation

This section reports on results from simple one-array automatic processing
using signal processing recipes and the 'ronap’ recipes for the ep program, as
described in NORSAR Sci. Rep. No. 2-88/89.

IMS results are reported in Section 3.5.
NORESS detections

The number of detections { phases) reported during day 274. 1990, through
day 090. 1991, was 39990, giving an average of 220 detections per processed
day (182 days processed).

Table 3.4.1 shows daily and hourly distribution of detections for NORESS.
Events automatically located by NORESS

Duiing days 274, 1990, through 090, 1991, 2298 local and regional events
were located by NORESS, based on automatic association of P- and S-type
arrivals. This gives an average of 12.6 events per processed day (182 days
processed). 5% % of these events are within 300 km, and 87 % of these events
are within 1000 km.

ARCESS detections

The number of detections (phases) reported during day 274, 1990, through
day 090, 1991, was 64359, giving an average of 354 detections per processed
day (1%2 days processed).

Table 3.4.2 shows daily and hourly distribution of detections for ARCESS.
Fvents automatically located by ARCESS

During days 274, 1991, through 090, 1991, 3446 local and regional events
were located by ARCESS, based on automatic association of P- and S-type
arrivals. This gives an average of 18.9 events per processed day (182 days
processed). 53 % of these events are within 300 km, and 86 % of these events
are within 1000 km.

FINESA detections

The number of detections (phases) reported during day 274, 1990, through
day 090, 1991, was 60547, giving an average of 333 detections per processed
day (182 days processed).

Table 3.4.3 shows daily and hourly distribution of detections for FINESA.
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Events automatically located by FINESA

During days 274, 1990, through 090, 1991, 3535 local and regional events
were located by FINESA, based on automatic association of P and S type
arrivals. This gives an average of 21.1 events per processed day @ i%2 dase
processed). 72 % of these events are within 300 km, and %% % of these evenrs
are within 1000 km.

GERESS detections

The number of detections {phases) reported during day 274, 1990, through
day 090, 1991, was 21480, giving an average of 185 detections per processed
day (116 days processed).

Table 3.4.4 shows daily and hevely distribution of detections for GERESS.

Events automatically located by (JFRESS

During days 292, 1990, through 090, 1991 1150 local and regional events
were located by GEHRESS. based on antomatic association of Poand S type
arrivals. This gives an average of 10.7 ovente per processed day 110 dayvs
processed). 68 % of these events are within 300 ki, and =3 %7 of these events
are within 1000 km.

J. Fyen
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3.5 IMS operation

The Intelligent Monitoring System (IMS) was installed at NORSAR in De-
cember 1989 and has been operated experimentally since ! January 1990 for
antomatic processing of multiple-array data. The current version of IMS pro-
cesses data from the two-array network consisting of NORESS and ARCESS.
An upgrade of IMS scheduled for mid-91 will allow data from additional arrays
and single stations to be incorporated.

In general, our routine operation of the IMS during the reporting period
has progressed well, and the system has proved to be very powerful and flex-
ible. The well-developed automatic processing combined with very versatile
interactive tools has kept the analyst workload at a low level, and in fact only
one analyst has been required to handle the regular processing at any time.

Since the IMS is still in an initial stage, there have naturally been some
problems of a technical nature, but these have diminished considerably as the
system has matured.

Table 3.5.1 presents an overview of IMS event processor downtimes. Table
3.5.2 gives a summary of phase detections and processed regional events by
IMS. From top to bottom, the table gives the total number of detections by
the IMS, the detections that are associated with regional events declared by
the IMS, the number of detections that are not associated with such events,
the number of regional events declared by the IMS, the number of such events
rejected by the analyst, the number of events accepted by the analyst, the
number of events accepted by the analyst without any changes, and finally the
number of events accepted after some sort of modification by the analyst. This
last category is divided into two classes: Events where phases (not detected
by the IMS) have been added by the analyst and events for which the phase
assignments by ihe IMS have been changed or one or mare phase detections
have been removed.

From initial review of the IMS bulletin, it is clear that the final output is of
very high quality from a seismological point of view. More detailed evaluation
will be conducted at a later stage.

B.Kr. Hokland
U. Baadshaug
S. Mykkeltveit
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1990 Oct 1 00:00:00.000 -
1990 Dec 11 05:52:10.200 -
1991 Feb 7 22:00:00.000 -
1991 Feb 13 12:00:00.000 -
1991 Feb 14 23:00:00.000 -

1990 Oct
1990 Dec
1991 Feb
1991 Feb
1991 Feb

2 00:00:00.000
11 14:34:29.600
8 08:00:00.000
14 10:00:00.000
16 03:00:00.000

Table 3.5.1. IMS event processor (pipeline) downtimes.

Oct 90 Nov 90 Dec 90 Jan 91 Feb 81 Mar 01  Total
Phase detections 18011 15578 18127 19042 15652 13851 10U264
- Associated phases 2618 2664 2325 2715 2255 2013 15520
- Unassociated phases 15393 12914 15802 16327 13397 10911 34744
Events declared 991 1048 913 1156 957 1126 6191
- Rejected events 192 229 215 246 213 174 1269
- Accepted events 799 819 698 910 744 952 4922
Unchanged events 239 227 166 262 227 263 1384
Modified events 560 592 532 648 517 639 3538
Phases added 39 48 41 48 54 61 201
Phases changed or removed 521 544 191 600 463 A28 3247
Table 3.5.2. IMS phase detections and events summary.
15
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4 Improvements and Modifications

41 NORSAR

NORSAR data acquisition
No modification has been made to the NORSAR data acquisition system.
NORSAR detection processing

The NORSAR detection processor has been running satisfactorily on the
IBM during this reporting period.

Detection statistics are given in section 2.
NORSAR evenl processing

There are no changes in the routine processing of NORSAR events, using
the [BM system.

NORSAR upgrade

Testing of new digitizer systems has been goiug on. It is now clear that
it will be possible to transmit sufficient DC power through existing cables to
operate modern 21 bit digitizers a1 the remote sites,

The strategy for upgrading the NORSAR system is to continne testing of
available 21 bit digitizer systems to evaluate their performance, and within
the coming vear to acquire continnous data from one subarray.

In parallel with hardware testing, there is a need to reanalyze NORSAR
master events to generate a new data base of time delay corrections,

4.2 NORESS/ARCESS/FINESA/GERESS

Detection processing

The routine detection processing of the array data is running satisfactorily
an each of the arrays™ SUN-3/250 acquisition systems. The same program
is used for NORSAR., NORESS, ARCFESS, FINESA, and GERFESS, but with
different recipes. The beam tables for NORESS and ARCESS are found in
NORSAR Sci. Rep. No. 1-89/80. The beam table for FINESA/GERESS is
found in NORSAR Sci. Rep. No. 1-90/91.

Detection statistics are given in seetion 3.
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During this reporting period, two new three-component stations have been
installed in Poland. KSP is located at Ksiaz (50.8°N, 16.3°E), and SFP is
Jocated at Stary Folwark (54.3°N, 23.3°E).

Data acquisition for the two stations in Poland has been running during
test periods along with detection processing. Detection (STA/LTA) processing
is performed on the vertical component using 13 different filter bands. Incoher-
ent detection processing has been tested on the horizontal components. The
subsequent signal processing is still in an experimental mode and is focusing
on the difficult problem of phase identification.

Event processing. Phase estimation

This process performs F-K and polarization analysis for each detection to
identify phase velocity, azimuth and type of phase, and the results are put
into the ORACLE detection data base for use by 1AS.

Plot and epicenter determination

Descriptions of single array event processing are found in NORSAR Sci.
Rep. No. 2-88/89 and NORSAR Sci. Rep. No. 2-89/90.

J. Fyen



5 Maintenance Activities

5.1 Activities in the field and at the Maintenance Center

This section summarizes the activities in the field, at the Maintenance Center
(NMC) Hamar and NDPC activities related to monitoring and control of the
NORSAR, NORESS, ARCESS, FINESA and GERESS arrays. The recently
installed stations in Poland were not fully operational by the end of March
1991, but data from these stations have been subjected to NDPC monitoring
during selected time intervals.

Activities involve preventive and corrective maintenance, and in addition
installation and testing of new equipment related to satellite communication
(P.W. Larsen, Poland, October 1990} and installation and testing of a new
UPS system (ARCESS, October 1990).

NORSAR

This array was visited in October and November 1990 and in January
and March 1991. Activities related to this array have been diverse, involv-
ing: preventive maintenance, cable splicing/location of cables, adjustment of
Channel gain and DC offset, RA-5 amplifier replacements. work on 02B (tel)
including channel VCO adjustment, battery replacemient, SP/LP instrument
adjustments, and SLEM reset after power outages. Finnaly, there was work
in connection with testing of an RD-3 (Remote Digitizer) in conjunction with
the NORSAR upgrade activities.

NORESS

The NORESS array was visited in November 1990 and January 1991. The
satellite clock was replaced, the UPS reset and a test of the Megamux multi-
plexer was carried out.

ARCESS

This array was visited in October and December 1990 in connection with
installation of a new UPS (Uninterrupted Power Supply), replacement of a
seismometer cable, adjustment of fiber optic links between the hub and remote
sites, and restart and check of UPS equipment {Dec 1990).

FINESA
There were no visits in the period.
Poland

Satellite communication equipinent was installed (October 1990).
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Details on all actitivites are presented in Table 5.1.

Subarray/ Task Date
area
NORSAR:
01A Preventive maintenance including adjustment of
channel gain, DC offset. Also cable work SP02 carried
out. 25 Oct
018 Preventive maintenance. Cable splicing SP04 9 Oct
02B Preventive maintenance. 26 Oct
02C Preventive maintenance. 24 Oct
03C Preventive maintenance. 26 Oct
04C Preventive maintenance. 29 Oct
06C Preventive maintenance. In addition, splicing of 10 Oct
cable SP02, 04 05.
ARCESS: Installed a new UPS. Replaced defective seismometer 1-7 Oct
cable at site B5. Adjusted all fiber links between
the hub and remote sites.
Poland: P.W. Larsen installed satellite communication 23-30 Oct
equipment.
NDPC: Daily status check of all arrays Oct
Weekly calibration of NORSAR SP/LP instruments
Continuous measurement of Mass Position and Free
Period. Adjusted when outside tolerances
NORSAR:
01A Cable splicing, SP02 2 Nov
Cable splicing, SP05 5 Nov
06C Replaced RA-5 amplifier SP01 8 Nov
02C Visited the subarray in connection with communication 12 Nov
cable damage
02B(tel) Station 05 work, channel inoperative 28 Nov
NORESS: Replaced satellite clock. UPS reset. 13,19
Nov
NDPC: Daily status check of all arrays. Nov

Weekly calibration of NORSAR SP/LP instruments
Continuous measurement of Mass Position and Free
Period

Table 5.1 Activities in the field and the NORSAR Maintenance Center, in-
cluding NDPC activities related to the NORSAR, NORESS, ARCESS and
FINESA arrays, 1 October 1990 - 31 March 1991.
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Subarray/ Task Date
area
ARCESS:  Restart of UPS equipment 14,15
Dec
NDPC: Daily status check of all arrays. Dec
Weekly calibration of NORSAR SP/LP instruments
Continuous measurement of Mass Position and Free
Period
Adjustment of Mass Position and Free Period when
outside tolerances
NORSAR:
02B(tel) Adjusted VCO, ch. 5 4 Jan
06C Adjusted SP/LP instruments 7 Jan
02B SLEM restart after power outage. 23 Jan
NORESS: Megamux installed in connection with a test. 9 Jan
Megamux disconnected after test completed. 11 Jan
NDPC: Daily status check of all arrays. Jan
Weekly calibration of NORSAR SP/LP instruments 1991
Continuous measurement of Mass Position and Free
Period
Adjustment of Mass Position and Free Period when
outside tolerances
NMC: Work in connection with NORSAR upgrading Feb
NDPC: Daily status check of all arrays. Feb

Weekly calibration of NORSAR SP/LP instruments
Continuous measurement of Mass Position and Free
Period

Adjustment of Mass Position and Free Period when
outside tolerances

Table 5.1 {cont.)




Subarray/ Task Date

area

NORSAR:

06C An RD-3 (Remote Digitizer) was tested on 6,10
channel 01 Mar

06C Replaced RA-5 amplifier ch 03 14 Mar

02B(tel) Replaced channel 4 battery. 7 Mar

NDPC: Daily status check of all arrays. Mar

Weekly calibration of NORSAR SP/LP instruments
Continuous measurement of Mass Position and Free
Period

Adjustment of Mass Position and Free Period when
outside tolerances

Table 5.1 (cont.)

5.2 Array status

As of 31 March 1991 the following NORSAR channels deviated from toler-
ances.

01A 01 8 Hz filter
02 8 Hz filter
04 30 dB attenuator

O.A. Hansen
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7 Summary of Technical Reports / Papers Published

7.1 RMS Lg analysis of Novaya Zemlya explosion recordings

Introduction

In recent years, much attention has focused upon the use of the seismic Lg
phase to determine the yield of underground nuclear explosions. In the first of a
number of Lg studies undertaken by the NORSAR staff during the 1980s, Ring-
dal (1983) analyzed digital NORSAR Lg data of selected Semipalatinsk events.
He found that, when using NORSAR RMS Lg instead of P waves recorded at
NORSAR to estimate source size, it was possible to eliminate effectively the mag-
nitude bias relative to worldwide my observed at NORSAR between Degelen and
Shagan River explosions. The method consisted of averaging log(RMS) values
of individual NORSAR channels, filtered in a band of 0.6 to 3.0 Hz in order to
enhance Lg signal-to-noise ratio. Ringdal and Hokland (1987) expanded the data
base and introduced a noise compensation procedure to improve the reliability of
measurement at low SNR values. They were able to identify a distinct P-Lg bias
between the Northeast and Southwest portions of the Shagan River Test Site, a
feature that was confirmed by Ringdal and Fyen (1988) using Grafenberg array
data. Ringdal and Marshall (1989) combined P- and Lg-based source size esti-
mators to estimate the yields of 96 Shagan River explosions from 1265 to 1988,
using data on the cratering explosion of 15 January 1965 as a reference for the
yield calculations.

Hansen, Ringdal and Richards (1990) analyzed available data from stations in
China and the Soviet Union, and found that RMS Lg of Semipalatinsk explosions
measured at these stations showed excellent consistency. Thev concluded that
for explosions at Semipalatinsk with good signal-to-noise ratio, my(Lg) may be
estimated at single stations with an accuracy (one standard deviation) of about
0.03 magnitude unit. It is noteworthy that this accuracy was consistently ob-
tained for a variety of stations at very different azimuths and distances, even
though the basic parameters remained exactly as originally proposed by Ringdal
for NORSAR recordings (0.6-3.0 Hz bandpass filter, RMS window length of 2
minutes, centered at a time corresponding to a group velocity of 3.5 km/s).

In this paper we apply Ringdal's method to NORSAR and Grifenberg record-
ings of Novaya Zemlya explosions. This initial study focuses on the Northern
Novaya Zemlya test site, and we will anly consider explosions occurring after
1976.

Data

The data base for this study comprises seismic recordings at NORSAR and
Grafenberg for 18 presumed underground nuclear explosions at Novaya Zemlya
from 1976 through 1990.




The NORSAR array (Bungum, Husebye and Ringdal, 1971) was established
in 1970, and originally comprised 22 subarrays, deployed over an area of 100 km
diameter. Since 1976 the number of operational subarrays has been 7, comprising
altogether 42 vertical-component SP sensors (type HS-10). In this paper, analysis
has been conducted using data from these 7 subarrays. Sampling rate for the
NORSAR SP data is 20 samples per second, and all data are recorded on digital
magnetic tape.

The Grafenberg array (Harjes and Seidl, 1978) was established in 1976, and
today comprises 13 broadband seismometer sites, three of which are 3-component
systems. The instrument response is flat to velocity from about 20 second period
to 5 Hz. Sampling rate is 20 samples per second, and the data are recorded on
digital magnetic tape.

Fig. 7.1.1 shows the Lg propagation paths from Novaya Zemlya to the two
arrays. The distance and azimuth are 2200 km and 256 degrees to NORSAR.
compared to 3300 km and 213 degrees to Grafenberg. Both paths cross the Bar-
ents Sea, and as observed by several authors (see Baumgardt, 1990), this implies
significant Lg blockage effects. The result is particularly visible on NORSAR
records, which show relatively weak Lg energy compared to the P and Sa phases.

Examples of NORSAR recordings of one of the explosions are shown in Fig.
7.1.2. We note that this (as well as most of the other events analyzed) exhibits
signal clipping of both P and Sn. This is a result of the very strong seismic
signals recorded at NORSAR for Novaya Zemlya explosions, in combination with
the limited dynamic range of the digital recording system. For this reason, we
have chosen to measure the RMS Lg at NORSAR by selecting a 2-minute window
in the Lg coda, starting at 10 1/2 min after the origin time of the event (see the
figure). Previous studies of Semipalatinsk explosions have shown that the RMS
method is not very sensitive to the exact positioning of the time window, as long
as it is kept the same for all events analyzed.

On Fig. 7.1.2, we have also indicated a two-minute P coda window, which we
have used to calculate NORSAR P coda magnitudes for the explosions, using the
array RMS method. The P coda window starts 6 minutes after the event origin
time.

In Fig. 7.1.3 we show an example of GRF recordings of one of the explosions.
Here, the dynamic range is sufficient to avoid any clipping, and we have selected
a two-minute window which includes the main Lg energy. starting 16 minutes
after event origin time.

Analysis resulls

Applying the RMS measurement technique using our standard filter band
(0.6-3.0 Hz) and averaging over array elements as described by Ringdal and
Hokland (1987). we arrive at results listed in Tables 7.1.1 through 7.1.3.
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Table 7.1.1 gives our results for NORSAR P-coda magnitudes, using the time
window indicated on Fig. 7.1.2. A constant correction factor has been added to
the log{RMS) values to make these coda magnitudes consistent, on the average,
with world-wide m,.

Table 7.1.2 covers the NORSAR Lg results, and shows that RMS Lg can
be estimated for all the events processed, including two events below m, = 5.0
(events 2 and 4). {For the 27 Sep 78 explosion, no NORSAR data are available.)

Table 7.1.3 gives corresponding Lg results for the Grafenberg array. Here, the
smallest of the events (Event 4) had too low SNR to allow reliable measurements.

The m; values listed in Tables 7.1.1 through 7.1.3 are taken from Lilwall
and Marshall (1986) for events up to 1984, and have been calculated from NEIC

station reports for later events.

Fig. 7.1.4 shows a comparison of world-wide my and NORSAR P coda mag-
nitudes. We note that the correspondence is excellent (orthogonal standard de-
viation is only 0.027). Thus the NORSAR recordings appear to provide a very
stable measure of my for events from this test site.

Figs. 7.1.5 and 7.1.6 are scatter plots comparing world-wide my to NORSAR
and Grifenberg RMS Lg magnitudes. We note that there is a considerable scatter
in both of these plots. In particular, it appears that the majority of events have
almost the same M(Lg), whereas the m; values vary from below 5.7 to above 6.0
for this group.

It is especially interesting to note that NORSAR M(Lg) deviates significantly
from mj,, whereas NORSAR P coda corresponds very closely to my.

Fig. 7.1.7 shows a scatter plot of Grafenberg versus NORSAR M(Lg). The
correspondence is excellent, with an orthogonal standard deviation of only 0.035.
The scatter is further reduced (to 0.025) if we consider only events with at least
5 available GRF channels (Fig. 7.1.8). Thus, we obtain the same close corre-
spondence between Lg observations from these two arrays for Novaya Zemlva
explosions as has previously been ubserved for Semipalatinsk events.

With the current lack of independently obtained calibration data, it would
be premature to draw any firm conclusions as to the relative accuracy of my and
M(Lg) in estimating yields of these explosions. Nevertheless, it would appear
that the close grouping in M(Lg), especially seen for the NORSAR data, is un-
likely to be a coincidence. It would seem reasonable to conclude that this group
of explosions has very nearly the same yield, in spite of the divergence in m,
estimates. However, additional analysis, in particular including available Lg data
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from Soviet stations for this event set, should be performed in order to further
test this hypothesis.

F. Ringdal
J. Fyen
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Ev Date Origin time mb NCH Noise STD Pcoda STD CORR m{Pcocda)
01 29/09/76-273:03.00.00.00 S5.77 40/42 1.867 0.064 3.133 0.049 3.132 5.732
02 20/10/76~294:08.00.00.00 4.89 40/42 1.933 0.066 2.405 0.048 2.378 4.978
03 01/09/77-244:03.00.00.00 5.71 34,41 1.777 0.062 3.151 0.045 3.150 5.750
04 09/10/77-282:11.00.00.00 4.51 40,/41 1.908 0.066 2.13%3 0.047 2.046 4,646
05 10/08/78-222:08.00.00.00 6.04 33/39 1.862 0.066 3.352 0.046 3.352 5.952
06 27,/09/78-270:02.05.00.00 5.68 *00,/00 0.000 0.000 0.000 0.000 0.000 0.000
07 24/09/79~-267:03.30.00.00 5.80 38/39 1.852 0.059 3.182 0.050 3.182 5.782
08 18/10,/79-291:07.10.00.00 5.85 28,39 1.918 0.050 3.222 0.050 3.221 5.821
09 11/10/80-285:07.10.00.00 5.80 32/38 1.911 0.060 3.176 0.041 3.176 5.776
10 01/10/81-274:12.15.00.00 5.91 20/39 1.959 0.063 3.282 0.037 3.282 5.882
11 11/10/82-284:07.15.00.00 5.52 27/40 1.828 0.085 2.952 0.050 2.951 5.551
12 18/08/83-230:16.10.00.00 5.84 25/39 1.776 0.054 3.170 0.054 3.169 5.769
13 25/09/83-268:13.10.00.00 5.71 24/39 2.148 0.055 3.125 0.052 3.123 5.723
14 25/10/84-299:06.30.00.00 5.77 28,41 1.932 0.063 3.144 0.066 3.143 5.743
15 02/08/87-214:02.00.00.00 5.71 28,40 1.908 0.080 3.170 0.048 3.169 5.769
16 07/05/88-128:22,50,00.00 5.52 27/40 1.478 0.066 3.014 0.038 3.014 5.614
17 04/12/88-339:05.20.00.00 5.79 30/40 2.055 0.061 3.223 0.046 3.222 5.822
18 24/10/90-297:14.58.00.00 5.60 38,40 1.822 0.070 3.019 0.044 3.018 5.618

Table 7.1.1. NORSAR RMS P coda magnitudes for events in the data base.
The table lists event number, origin date and time, world-wide m, and a list of

measuremen

NCH

Noise
STD
Pcoda
STD
CORR
m(Pcoda)

ts made in this study:

: Number of NORSAR data channels used, and the total
number available

: Array averaged log RMS values in a noise window

: Corresponding standard deviation across array

: Array averaged log RMS values in the P coda window

: Corresponding standard deviation

: Noise-corrected log RMS values of the P coda

: P coda magnitude derived by adding a constant term
to the noise-corrected values.

n
-1




Lg STD LgCORR MLg(NAC

29/09/76-273:

20/10/76-294

01/09/77-244:
09/10/77-282:
10/08/78-222:
27/09/78-270:
24/09/79-267:
18/10/79-291:
11,/10/80-285:
01/10/81-274:
11/10/82-284:
18/08/83-230:
25/09/83-268:
25/10,/34-299:
02/08/87-214:
07,/05/88-128:
04/12/88-339:
24,/10/90~297:

NOTE: The M(lg)
term (2.610) to

is

preliminary,

03.00.00.00 5.77 40,42 1.867 0.064 3
:08.00.00.00 4.89 40,42 1.933 0.066 2
03.00.00.00 5.71 34,41 1.777 0.062 3
11.00.00.00 4.51 40,41 1.906 0.063 2
08.00.00.00 6.04 33,39 1.862 0.066 3
02.05.00.00 5.68 *00,00 0.000 0.000 O
0?.3..00.00 5.80 38/39 1.852 0.059 3
07 1€.00.00 5.85 28/39 1.918 $.050 3
07 10.00.00 5.80 32/38 1.911 0.060 3
12 15.00.00 5.91 20/39 1.959 0.063 3
07.15.00.00 5.52 27/40 1.828 0.085 2
16.10.00.00 5.84 25439 1.776 0.054 3
13.10.00.00 5.71 24/39 2.148 0.055 3
06.30.00.00 5.77 28/41 1.932 0.063 3
02.00.00.00 5.71 23/4) 1.908 0.080 3
22.50.00.00 5.52 27,40 1.478 0.066 3
05.20.00.00 5.79 30,40 2.055 0.061 3
14.58.00.00 5.60 38,40 1.822 0.070 2

values have been obtained by adding a

the noise corrected log RMS Lg values.

and may be subject to later revision.

161 0.065 3.160 5.770
479 0.065 2.461 5.071
147 0.065 3.147 5.757
278 0.059 2.235 4.845
174 0.057 3.173 5.783
000 0.000 0.000 0.000
170 0.063 3.169 5.779
128 0.060 3.127 5.737
175 0.060 3.174 5.784
173 0.044 3.172 5.782
994 0.074 2.993 5.603
197 0.062 3.197 5.807
189 0.047 3.187 5.797
196 0.075 3.195 5.80%
197 0.078 3.196 5.806
109 0.064 3.109 5.719
191 0.053 3.190 5.800
996 0.058 2.995 5.605

constant correction
This correction term

Table 7.1.2. NORSAR RMS Lg magnitudes for events in the data base. The
structure of the table is analogous to Table 7.1.1. The rightmost column lists the
NORSAR M(Lg) values.




Ev Date Origin time mb NCH Noise STD g STD LgCORR MLg(GRF)
01 29/09/76-273:03.00.00.00 5.77 02/04 1.118 0.086 2.025 0.035 2.022 5.799
02 20/10/76-294:08.00.00.00 4.89 03/04 1.318 0.047 1.435 0.041 1.245 5.022
03 01/09/77-244:03.00.00.00 5.71 03/04 1.023 0.007 2.C97 0.021 2.095 5.872
04 09/10/77-282:11.00.00.00 4.51 *03/04 1.223 0.008 1.255 0.085 0.000 0.000
05 10/08/78-222:08.00.00.00 6.04 05/13 1.223 0.069 1.988 0.102 1.982 5.759
06 27/09/78-270:02.05.00.00 5.68 06/13 1.270 0.132 1.896 0.114 1.883 5.660
07 24/09/79-267:03.30.00.00 5.80 07,13 1.217 0.097 2.053 0.118 2.048 5.825
08 18,/10/79-291:07.10.00.00 5.85 10/13 1.350 0.100 1.905 0.116 1.887 5.664
09 11/10/80-285:07.10.00.00 5.80 13/13 1.350 0.128 1.968 0.115 1.955 5.732
10 01/10/81~274:12.15.00.00 5.91 08/13 1.416 0.069 2.019 0.099 2.006 5.783
11 12/10/82-284:07.15.00.00 5.52 13,13 1.291 0.121 1.828 0.120 1.808 5.585
12 18/08/83-230:16.10.00.00 5.84 12/13 1.214 0.122 2.066 0.135 2.0€2 5.739
13 25/09/83-268:13.10.00.00 5.71 13/13 1.126 0.103 2.004 0.145 2.000 5.777
14 25/10/84-299:06.30.00.00 5.77 13/13 1.382 0.131 2.069 0.124 2.060 5.837
15 02/08/87-214:02.00.00.00 5.71 12/13 1.033 0.138 2.035 0.147 2.033 5.810
16 07,/05/88-128:22.50.00.00 5.52 12/13 1.018 0.162 1.881 0.148 1.877 5.654
17 04/12/88-339:05.20.00.00 5.79 13/13 1.195 0.147 2.038 0.128 2.034 5.811
18 24/10/90~297:14.58.00.00 5.60 08/13 1.452 0.214 1.817 0.150 1.773 5.550

NOTE: The M(Lg) values have been obtained by adding a constant correction
term (3.777) to the noise corrected log RMS Lg values. This correcti .- term
is preliminary, and may be subject to later revision.

Table 7.1.3. Grifenberg RMS Lg magnitudes for events in the data base. The
structure of the table is analogous to Table 7.1.1. The rightmost column lits the
Gréafenberg M(Lg) values.
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Fig. 7.1.1. Map showing the Lg propagation paths from the main Soviet test
sites { Novayva Zemlya and Semipalatinsk) to the NORSAR and Griafenberg arrays.
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Fig. 7.1.2. Example of NORSAR recordings of a Novaya Zemlya explosion (11
October 1980). The center instrument of each of the 7 subarrays is displayved.
covering 25 minutes of unfiltered data. The positioning of time windows used for
RMS Lg, Pcoda and noise measurements is indicated. Note the clipping of the

initial P and that also the S phase is close to exceeding the dyvnamic range.
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Fig. 7.1.3. Example of Grifenberg recordings of a Novaya Zemlya explosion
(1 September 1977). The figure shows 20 minutes of unfiltered data from the
three components of the Al seismometer site and the vertical-component A2
and A3 instruments. Note that the horizontal components have not been used
in our analysis. The positioning of time windows used for RMS Lg and noise
measurements is indicated.
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S=0.87 1=0.74 0=0.027 N=17

6.0
5.8
3.6
5.4
5.2
5.0
4.8
4.6

NAO Pcoda

4.4
4.4

4.8 5.2 56 6.0

Fig. 7.1.4. Plot of NORSAR RMS P coda m, versus world-wide my for events
in the data base. The straight line has been obtained by least-squares regres-
sion with respect to the horizontal axis, and the stippled lines correspond to
plus/minus two standard deviations. The slope (S), intercept (I), orthogonal
standard deviation (o) and number of data points (N) are listed on the figure.
Note the remarkably close correspondence between the two estimators.
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S=0.70 1=1.73 0=0.061 N=17
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Fig. 7.1.5. Plot of NORSAR RMS Lg magnitude versus world-wide my. Note the
much greater scatter in this plot compared to Fig. 7.1.4. Notational conventions
are as in Fig. 7.1.4.
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Fig. 7.1.6. Plot of Grifenberg RMS Lg magnitude versus world-wide m,. The
scatter is comparable to Fig. 7.1.5. Notational conventions are as in Fig. 7.1.4.
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S=1.08 |1=-0.44 0=0.035 N=16

GRF Lg
U
N
l

4.4 48 52 5.6 6.0
NAO Lg

Fig. 7.1.7. Plot of Gréifenbais versus NORSAR RMS Lg magnitudes for all
common events. Note the close .- -espondence, although one point in particular
{Event 3) appears to be an outlicr. Notational conventions are as in Fig. 7.1.4.
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Fig. 7.1.8. Plot of Grifenberg versus NOPSAR RMS Lg magnitudes, using only
events for which at least 5 GRF channels were available. Notational conventions
are as in Fig. 7.1.4. Note tha. the orthogonal standard deviation is as low as
0.025. Also note that in spite of the very small range of magnitudes, the two
arrays show mutually consistent trends.




7.2 Threshold monitoring of Novaya Zemlya:
A scaling experiment

Introduction

In the previous NORSAR Semiannual Technical Summary, Kvaerna and Ring-
dal (1990) presented results from a one-week experiment in continuously mon-
itoring the Northern Novaya Zemlya test site. Data from the three regional
arrays NORESS, ARCESS, FINESA werc used to calculate the thresholds, using
the method of Ringdal and Kvarna (1989). The location of these three arrays
relative to the test site is shown in Fig. 7.2.1.

In that one-week study, it was found that the test site could be consistently
monitored at a very low magnitude level (typically my = 2.5). In fact, every single
occurrence of the threshold exceeding my = 2.5 could be explained as resulting
from an interfering event signal either from teleseismic or regional distance.

While these results are very encouraging, there is clearly much work remaining
to be done before the concept of threshold monitoring is sufficiently well under-
stood. In this paper. we attempt to illuminate the concept further by describing
a simple experiment, involving down-scaling of recorded signal traces of the 24
October 1990 explosion at Novaya Zemlya and simulating what might have been
observed on the threshold traces if such a down-scaled event had in fact occurred.

Scaling of the 24 October 1990 ezplosion

The explosion of 24 October 1990 had a world-wide mp = 5.6. Recorded
array traces of this event are shown in Fig. 7.2.2, where also the P-wave SNR
(STA/LTA) on each filtered array beam is indicated. Our scaling procedure
consisted simply of dividing each trace by a factor of 1000 and adding these
down-scaled traces to actually observed recordings at various points in time.

Two examples of such “down-scaled™ signals superpositioned on noise are
shown in Fig. 7.2.3 and 7.2.4. The first of these figures covers a “low noise™
interval {local night time), whereas the second figure corresponds to “high noise”
(local day time). In the first case, the P phase is readily seen on all three arrays,
and the S phase at ARCESS is also prominent. In the second case, the phases
are far less clear, although the ARCESS P and S still have good SNR.

Before proceeding, we pause briefly to note that a down-scaling by a factor
of 1000 in efiect reduces the event my by 3 orders of magnitude. In this sense,
the down-scaled event corresponds to my = 2.6. We have not attempted to apply
any source scaling law for signal frequency, partly in order to maintain simplicity.
Furthermore, such scaling laws, while certainly important, are not sufficiently
well known to apply with any degree of cunfidence.

Moreover, it should be noted that any shift toward higher signal frequencies,
as would be a natural consequence of applying frequency scaling, would only tend
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to improve the signal-to-noise ratios of these high-frequency arrays. Thus, our
procedure can be considered as conservative with respect to estimating detection
capability.

Simulation of threshold monitoring

Turning now to tne actual data, we selected a typical 24-hour time period
(day 104/1991), and added the down-scaled signal at hourly intervals in order to
get a picture of the effect under different noise conditions. A total of 24 identical
signals were thus added at different times.

Fig. 7.2.5 shows the “actual” threshold trace (day 104) for Novaya Zemlya,
developed exactly as described in detail by Kvarna and Ringdal (1990) for the
one-week monitoring experiment. We note that there is only one peak signifi-
cantly exceeding my = 2.5; this corresponds to a large teleseismic earthquake (m,
= 6.0) from the Ryuku Islands.

Fig. 7.2.6 shows the resulting trace for that same day after adding the down-
scaled signals and recomputing the threshold trace. We note that all of the 24
occurrences stand out clearly on the plot. Thus, il an explosion of my = 2.6 had
indeed occurred at Novaya Zemlya that day, and assuming that the scaling is
representative, there would have been clear indications on the threshold trace of
such an explosion.

Discussion

We emphasize that this study is only intended to give an illustration of the
potential of the threshold monitoring method, and that clearly more data and
additional analysis is required to assess the situation in more detail. With our
procedure of scaling by a constant factor in amplitude, we have, for example,
not considered signal variance, which might contribute to a greater variability in
the size of the amplitude peak, although the effect is not expected to be very
significant.

An interesting observation is the way in which threshold monitoring comple-
ments the traditional detection/location type monitoring: Let us for a moment
assume that an my = 2.6 explosion had in fact occurred at Novaya Zemlva, and
that the resulting signals were similar to the scaled-down signals used here. It
might well be that such an explosion would not have been detected and located by
the regional array network. In fact, during daytime noise conditions (Fig. 7.2.4)
there would very likely have been only one or two canfident phase detections (Pn
and possibly Sn at ARCESS), and this is not sufficient to locate in the traditional
network sense.

Nevertheless, as seen in this paper, such an explosion would have been clearly
indicated on the network threshold trace. It would not have been possible to
explain this peak as resulting from some “different” event (as was always the
case for such peaks in the Kvarna and Ringdal (1990) study). Thus, a peak
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of this type would be a prime candidate for further detailed off-line analysis,
possibly implying efforts to acquire additional data in order to further elucidate
the nature of the event.

T. Kvaerna
F. Ringdal
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Fig. 7.2.1. Location of the target area (Novaya Zemlya) for the threshold mon-
itoring experiment. The locations of the three arrays NORESS (A = 2280 km),
ARCESS (A = 1110 kmi) and FINESA (A = 1780 km) are indicated.
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Novaya Zemlya explosion 24 October 1990, m = 5.6 -- Original recordings
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Fig. 7.2.2. P- and S-wave recordings (filtered array beams) at ARCESS, FINESA
and NORESS for the Novaya Zemlya nuclear explosion of 24 October 1990. The
SNRs of the detecting P-beams are also given.
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Novaya Zemlya expiosion scaled to mp = 2.6 -- Nighttime noise conditions
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Fig. 7.2.3. “Down-scaled” signals from the Novaya Zemlya nuclear explosion of
24 Ortober 199C superimposed on noise during a “low noise” inter al. The origin
time of the simulated “event™ is 1991/101/00.30.00.
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Novaya Zemlya explosion scaled to my = 2.6 -- Daytime noise conditions
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Fig. 7.2.4. Same as Vig. 7.2.3, but Tor a “high noise” interval. The origin time
of the simnfated “event™ i< 1991/101/11.30.00.




Continuous threshold monitoring of Novaya Zemiya -- Day 104, 1991
—_— T S A ALAE m e s
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Fig. 7.2.5. Threshold monitoring of the Novaya Zemlya test site for day 1991/104
{14 April 1991). The top three traces represent thresholds (upper 90 per cent
magnitude limits) obtained from each of the three arrays (ARCESS, FINESA,
NORESS), whereas the bottom trace shows the combined network thresholds.
Note that for the network trace there is only one magnitude peak exceeding 2.5.
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Continuous threshoid monitoring of Novaya Zemlya -- Day 104, 1991
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Fig. 7.2.8. Same as Fig. 7.2.5, but with down-scaled signals superimposed on
the data at hourly intervals. Note that all oceurrences of the simulated my = 2.6
events clearly stand out on the combined network trace.
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7.3 Current status of development of the regional network asso-
ciated with the NORSAR Data Processing Center

The purpose of this contribution is to summmarize the status of development and
future plans for the regional network in northern Europe that contributes seis-
mic data in real time to the NORSAR Data Processing Center. The network is
shown in Fig. 7.3.1 and currently comprises the NORESS and ARCESS arrays in
Norway, the FINESA array in Finland, the GERESS array in Germany, and the
two 3-component stations at Ksiaz and Stary Folwark in Poland. Also summa-
rized in this contribution is the current status of development of the Intelligent
Monitoring System (IMS) and plans for the near future.

The new 3-component stations in Poland

A description of the two 3-component stations at Ksiaz and Stary Folwark in
Poland is given by Mykkeltveit and Paulsen (1990). The current system, compris-
ing field installations in Poland and associated telecommunications arrangements
for real time transmission of data to NORSAR, is shown schematically in Fig.
7.3.2. The system is fully operational as of April 1991, and will enable Poland to
take an active part in the GSETT-2 (Group of Scientific Experts’ Technical Test
number 2) experiment during 22 April - 2 June 1991.

During the fall of 1991, the telecommunication links will be rearranged to
include also a satellite ground station in Warsaw for real time reception of data
from the two stations in Poland. A Sun Sparcstation-based data acquisition and
processing system is also planned for installation at the Institute of Geophysics
in Warsaw. It is expected that this will effectively contribute to the broadening
of the scientific cooperation between NORSAR and the Institute of Geophysics in
Warsaw. Such cooperation is needed in order to acquire relevant information on,
e.g., seismicity and wave propagation characteristics in Poland and surrounding
areas, for integration into the IMS knowledge base.

The NORESS, ARCESS, FINESA and GERESS arrays

A comprehensive description of NORESS and ARCESS is given in Mykkeltveit
et al (1990). These array have been in stable and continuous operation since they
were installed in 1984 and 1987, respectively. The uptime statistics provided in
the present and past issues of the NORSAR Semiannual Technical Summaries
testify to this. There are no plans for any significant modifications to these
arrays.

The performance of the somewhat smaller, technically less sophisticated, yet
very powerful FINESA array in Finland has recently been described by Uski
(1990). Considering the simplicity of the FINESA field installation, its opera-
tional stability since the upgrade of the data acquisition system in December 1989
has been remarkable. There are no immediate plans for modifying the FINESA
system.
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The GERESS array in German Bavaria has been described by Harjes (1990).
Results from the processing of GERESS data at NORSAR have been presented
by Fyen (1990). Although the quality of data received at NORSAR is not yet
entirely satisfactory, the data are being processed continuously and also used
experimentally by IMS (see below). The GERESS field system developer is cur-
rently concentrating on solving remaining technical problems. Cooperative eflorts
between NORSAR personnel and scientists from the Ruhr University in Bochum,
Germany, currently focus on optimizing the GERESS beam deployment. Again,
active cooperation is needed for the purpose of supplementing the IMS knowledge
base.

Data from all four arrays will be contributed to the GSETT-2 experiment,
along with data from about 50 other single stations and arrays worldwide. This
will provide another excellent opportunity to assess the capability of NORESS-
type arrays for detection of weak seismic events at both regional and teleseismic
distances.

The Intelligent Monitoring System

IMS is a system for joint processing of data from a regional network of arrays
and single 3-component stations. IMS has been described in detail by Bache et
al (1990), and initial results from operating the system are given by Bratt et al
(1990). IMS is distributed between NORSAR and the Center for Seismic Studies
(CSS) in Arlington, Virginia, as indicated in Fig. 7.3.2.

The first version of IMS provides for joint processing of data from NORESS
and ARCESS. This version has been in operation at NORSAR since January
1990, and event statistics are reported in the Semiannual Technical Summaries.
The analysis at NORSAR of regional events for the GSETT-2 experiment is
carried out using IMS in its current version.

The IMS system developer SAIC is currently operating an upgraded version
of IMS at (!SS. This new version allows processing of data from an arbitrary
number of arrays and single 3-component stations. Since March 1991, data from
NORESS, ARCESS, FINESA and GERESS are jointly and experimentally pro-
cessed at (CSS. According to current plans, this new version of IMS will be in-
stalled at NORSAR during the summer of 1991.

S. Mykkeltveit
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7.4 Multichannel statistical data processing algorithms in the
framework of the NORSAR event processing program pack-
age

The NORSAR interactive data processing package was developed for the anal-
vsis of small aperture seisiic array observations. This package, called the
Fvent Processor (EP). has turned out to be a very convenient tool for the daily
production of a seismic bulletin. The small aperture seismic arrays NORESS,
ARCESS. FINESA and GERESS and their associated data processing facili-
ties are constructed for automatic recording. location and classification of low
magnitude regional events and medium magnitude teleseismic events. Sig-

nal detection is performed in an online mode. whereas parameter estimation
can be performed as an ofiline procedure using recorded multichannel seismic
wavetrains. Now, at NORSAR the antomatic system is in full operation. pro-
viding seismic signal detection as well as signal parameter estimation. These
parameters are: onset time, azimuth, apparent velocity, dominant frequency,
signal-to-noise ratio and so on.

This automatic system is operated at a low threshold and inevitably pro-
duces numerons “false alarms™, i.e., “events” caused by noise bursts. The
current seismic bulletin is issued after an interpretation of the detection list,
which may be effectively performed using the interactive Event Processing
{EP) package. The EP program has a number of graphic routines and inter-
faces for work with NORSAR data bases. It also comprises some sophisticated
and rather time-consuming data processing programs which at present cannot
be used in antomatic or online processing modes, i.e.. without human con-
trol. In particular, adaptive statistical multichannel data processing programs
have been installed recently in the framework of the EP package. These pro-
grams are based on optimal methods of multidimensional time series analysis
described in Kushnir of af (19%3), Kushnir and Lapshin (1984), Pisarenko
et al (1987) and Kushnir ¢f al (1990a. 1990b). They comprise the {ctlowing
procedures of selsmic array data processing:

1. Selection of the array instruments and data time interval to be processed.

2. Filtering and resampling of the data.

3. Time-shifting of the channel waveforms with delays corresponding to a
given azimmth and apparent velocity of a plane wave propagating across
the array.

4. Summing of shifted waveforms, ie.. beamforming for a given azimuth
and apparent velocity,

Whitening of the background noise by adaptive filtering of the beam
output. This procedure provides signal-to-noise ratio (SNR) gain due

o
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to differences in signal and noise frequency contents, but it dstorts the
signal waveform.

6. Adaptive optimal group filtering (multichannel Wiener filtering) of the
array seismograms. This procedure permits high suppression of seismic
noise due to its coherency. Theoretically it provides maximum SNR gain
without any distortion of seismic signal waveform or frequency contents.

7. Adaptive detection of the distinct phases in single channel seismograms
or in the output traces of beamforming and optimal group filtering pro-
cedures. The detection procedure takes into account the difference be-
tween noise on one hand, and signal plus noise on the other, not only in
amplitude values but also in power spectra.

8. Seismic wave onset time estimation by detection of the moment in time
when the wavetrain statistical features are abruptly changed.

Array data processing using the procedures listed above is accomplished
in the framework of the EP system with the aid of a specially developed set
of commands. The major commands are named GRFADAPT, GRFFILT,
ESTDET, ESTON1, ESTON3. Description of these commands and examples
of performance are given below.

GRFADAPT and GRFFILT commanis

The procedures 1-6 are carried out sequentially by each of two EP sys-
tem commands: GRFADAPT and GRFFILT. The GRFADAPT command,
unlike the GRFFILT command, contains additional adaptation algorithms
which have not been listed above. These algorithms are used before the exe-
cution of procedures 5 and 7 and accomplish adaptation to the current noise of
the beam whitening filter and the optimal group filter. During GRFADAPT
command execution, the processed data are regarded as “pure” seismic noise
and the autoregressive (AR) model of the beam noise time series and the mul-
tidimensional AR model of the array noise time series are estimated. Based on
these models, the whitening and optimal group filter coefficients are evaluated.
They are stored and used later during GRFFILT command execution.

GRFADAPT and GRFFILT command execution produces seven output
traces. The first four of them are the main resulting traces and the last three
-- auxiliary traces — are needed to check the adaptation quality. These seven
output traces are placed on top of the EP system data stack (containing all
input and output time series during the data processing). The main traces
are:

1. Beam waveform composed of filtered and resampled channel traces for
a given azimuth and apparent velocity (OGF beam).
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2. Whitened beam waveform (OGF Wbeam),

3. Optimal group filter waveform calculated using filtered and resampled
channel traces as input for a given azimuth and apparent velocity (OGF
t-un),

4. Whitened optimal group filter waveform (OGF th-w).

The GRFADAPT and GRFFILT procedures also calculate the mean values
and variances of the listed output traces and of the input channel traces.
The important result of these calculations is the value of the ratios of the
adapative optimal group filter (AOGF) output variance to the beam waveform
variance and AOGF output variance to the averaged channel trace variance.
After GRFADAPT command execution the first ratio characterizes the relative
noise suppression by beamforming and optimal group filtering. Due to the
signal undistorting feature of these procedures (provided a plane seismic signal
wave is arriving with the given azimuth and apparent velocity), this ratio also
characterizes the relative SNR gain due to beamforming and the AOG filtering.

Using the GRFADAPT and GRFFILT commands, a report file is created
containing the input and output numerical parameter values and description
of the processed channel traces. Particularly, this report contains the value of
AQOGF and the beamforming SNR gain ratio. An example of such a report is
shown in Fig. 7.4.1.

The format of the GRFADAPT command is given below:

grfadapt vel [apparent velocity, km/sec] azi [azimuth, degrees]
{filter type} [cutoff frequencies, Hz] factor [resampling factor]

where {filter type} is one of the three character strings: lp, bp, hp, which
means low-pass, band-pass and high-pass filter types.

Before the GRFADAPT command is initiated, values of the associated
parameters have to be assigned. There are additional numerical parameters
which are not specified with the command, and which have the following de-
fault vaules:

1. Filter frequency response decay factor: ALPHA = 1074,

2. Filter impulse response one-side length: IRL = 15;

3. Order of beam noise AR model (number of beam-whitening filter coeffi-
cients): DARB = 10,

4. Number of input array data matrix autocovariance coefficients: LCRC
= 6,
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5. Regularizator of matrix autocovariance function: REG = 1076,

6. Order of input array data multidimensional AR mode' (one-side length
of the optimal group filter): DARGRF = 6,

7. Auxiliary parameters: DARARF = 10, DMARF = 20.

Assigning of alternative values for the parameters listed above can be done
by the

EP command:
gr [parameter name] [parameter value]

To check the current parameter setting before GRFADAPT and GRFFILT
command execution, one should use the EP command:

q er

There is no need to enter any parameter values before the GRFFILT com-
mand execution. The computations are carried out with numerical parameter
values and whitening and optimal group filter coefficients stored during the
previous GRFADAPT command exeuction.

The numerical results of the GRFADAPT command execution are written
to the disk file GRFREPORT.OUTPUT by the command:

grireport

The purpose of the array data processing using the GRFADAPT and GRF-
FILT procedures is to compute the adaptive, statistically optimal beam which
suppresses coherent and incoherent array noise, thus providing the maximum
SNR gain without distortion of the signal waveform. These procedures are es-
pecially efficient in the case when the signal and coherent noise power spectra
are overlapping. In this case they can provide much %' ¢i “NR gain than
bandpass filtering after conventional beamforming.

For this reason, in the first experiments with the GRFADAPT and GRF-
FILT procedures in the framewark of the EP system, we tried to learn how the
program parameter values influence the AOGLE SNR gain relative to conven-
tional beamforming SNR gain, when data are processed in a hroad frequency
band. The main program parameters which influence the quality of the cpti
mal group fiter adaptation are 1) the order of the input data multidimensional




AR model, 2) the data frequency band and 3) regularizator of the data ma-
trix covariance function. Table 7.4.1 comprises the results of NORESS noise
processing. The 120 sec interval of array noise shown in Fig. 7.4.2 has been
used for optimal group filter adaptation.

As one can see from this table, increasing the input data multidimensional
AR model order leads to a strong increase of AOGF SNR gain. Neverthe-
less, it does not seem worthwhile to use a multidimensional AR model order
greater than 10-12 because the adaptation proc:dure becomes time consuming
and less stable (especially when a large number of array channels are used).
Choosing a higher frequency band leads to diminishing of AOGF SNR gain.
This can be explained by the strong cohereucy of the NORESS noise mainly
at low frequencies. Varying the regularizator value from 0 to 1074 practically
does not affect the AOGF SNR gain.

The GRFADAPT and GRFFILT commands were also tested by processing
some low magnitude local event records from the NORESS, ARCESS and
FINESA arrays. In these experiments the optimal group and whitening filter
adaptations were made using the array noise records preceding the seismic
signal wavetrains. The duration of the noise time intervals used for adaptation
were from 100 to 150 sec. The main purpose of these experiments was to learn
about possible difterences in P, S and Lg wave phase extraction by different
array data processing algorithms such as conventional beamforming, beam
output noise whitening, adaptive optimal group filtering and AOGF output
noise whitening. What distinguishes these experiments from those described
in our previous reports (Kushnir et al, 1990a; Kushnir et al, 1990b) is the
processing of array data in different frequency bands: 0.2 -5 Hz, 0.2-10 Ha.
and 0.2-20 Hz. Table 7.4.2 comprises the ratios of AOGF output SNR relative
to beamforming output SNR and AOGFE output SNR relative to averaged
channel SNR for different phases being extracted from 7 small local event
records. Fach phase has been extracted from the noise by the conventional
beam and AOGF adjusted for the azimuth and apparent velocity of this phase
arrival as given in the NORSAR detection list. One can see that in these
experiments the AOGE SNR gain relative to the conventional beamforming
gain was betwen 16.2 and 24.5 dB for the 0.2-5 Hz frequency band, between
12.3 and 24.2 dB for the 0.2-10 llz frequency band and around 10-11 dB for
the 0.2 20 Hz frequency band. Note that the highest AOGF SNR gain of more
than 24 dB was achieved on the FINESA records. This is due to the presence
in these records of strong. highly coherent, low frequency background noise
possibly caused by stormy seashore waves. This noise has been suppressed by
the AOGF procedure, but not by conventional beamforming.

Examples of GRFADAPT and GRY¥FILT output traces as the result of
event wavetrain and preceding noise processing are given in Figs. 7.4.3-7.4.5.
In some of these examples. the AOGF and whitened beam output wavetrains
are similar. One may conclude that the adaptive whitening procedure after
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conventional beamforming can provide the same results as the AOGF pro-
cedure (while being less time consuming). But this inference is true only for
body waves of local low magnitude events, which as a rule have high frequency
contents. Power spectra of surface waves and teleseismic body waves are often
overlapping with those of coherent seismic noise. In this case, the AOGF pro-
cedure has a strong advantage over other filtering procedures since it retains
the signal undistorted.

ESTDET command

Adaptive detection of distinct phases in the wavetrain is accomplished by
the EP command ESTDET. This procedure is based on the optimal statistical
algorithm described in Pisarcnko et al (1987). Du-ing the ESTDET command
execution the time interval of the data being processed is divided into two
parts. The data in the first interval are regarded as “pure” noise and its
AR model is estimated (“noise AR model”). The data in the secord interval
are presumed to contain the seismic phases. The detection of these phases is
carried out using a moving time window. The detection algorithm consists of
calculation of the simplified Bayesian test statistic for the hypothesis: a) the
AR model of time series inside the moving time wi dow is the same as the noise
AR modal versus the hypothesis: b) these two models are different (Kushnir .2
al, 1983). The ESTDET program takes as input the wavetrain at the top of the
EP system data stack and produces nine new traces which in turn are piaced
on the top of this data stack. Eight of these traces contain the values versus
time of the detection statistics calculated using datz in a moving time window.
These statistics are derived from four slightly different versions of the simplified
Bayesian test described above. The first four traces are the statistical values
in logarithmic scale, the next four are the same values in linear s.cale. The
ninth output trace is the auxiliary trace for noise AR modelling checking. The
detection triggering of the seismic phases is now performed in an iuteractive
mode by comparing the detection statistic valne with the threshold chosen 1o
provide the acceptable false alarm rate. But it would Jearly be straightforward
to develop a special EP command for automatic phase detection triggering.

The ESTDET command format is

estdet start (first point, sec.] end [last point, sec.]
v [window length, sec.] o [AR model order] noise
[noise interval length, sec.]

where “start” and “end” are the first and last points of the trace betig pro-
cessed (in sec. relative to the intial point of this trace); “w”™ is the width of
the moving time window, “noise™ is the length of the first part of the data
time interval used for the noise AR model estimation.

Examples of ESTDET rommand output traces and input wavetrains are
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given in Figs. 7.4.6-7.4.8.
ESTON1 and ESTONS3 commands

The moving window detection procedure points out those time intervals
where seismic wave phases are present. The next stage of the signal processing
is an estimation of phase parameters. Among the most important parameters
needed for event source location are the wave phase onset times. For rough
estimates of these times, the moments of detection triggering may be used. But
for precise estimation of each phase onset time, special statistical procedures
have been developed (Pisarenko et al, 1987). In the framework of the EP
system, this procedure is realized as two commands: ESTON1 and ESTON3.
The first command is intended for single component trace processing. This
may be the beam or AOGF output trace or a “raw” array single channel
wavetrain. The second command is intended for 3-component seismogram
processing with the purpose of onset time estimation. Both procedures are
based on maximum likelihood algorithms for estimation of the moment in
time when the time series AR model parameter values abruptly change. The
ESTON1 procedure takes into account changing of the time series variance
and frequency contents at the moment in time when the seismic phase arrives.
The ESTON3 procedure also takes into account changs in the 3-dimensional
time series polarization features at this moment.

Both commands use the traces at the top of the EP system data stack as
input: ESTONI takes the upper trace, ESTON3 — the three upper traces.
Both commands produce one output trace containing the onset time likelihood
function calculated for data inside a given time interval. After command
execution, this trace is placed on the top of the EP data stack.

The ESTON1 and ESTON3 command format is:

eston1(3) start [first point, sec.] end [last point, sec.]
W [m:n. window length] o [AR model order]

where “start” and “end” are the first and last points of the wavetrain being
processed (in sec. relative to the initial point of the trace); “w” is the minimum
width of the data window for the AR model estimation. The onset time
likelihood function is calculated for the data inside the time interval (start +
w, end - w) (in sec. relative to the trace initial point).
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Examples of ESTON1 output traces for different types of seismic wave
phases are given in Figs. 7.4.9-7.4.11. The onset timne values given in these
figures as the arguments of the likelihood function absolute maximums coincide
very well with the results of visual interactive analysis using the EP system’s
graphic options.

A.F. Kushnir, Int. Inst. of Earthquake Predic. Theory, Moscow, USSR
J. Fyen
T. Kvaerna
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Frequency Band | Order of Multidimensional AR Model
(Hz) 6 8 12
0.2-5 16.7 17.9 1R.8
(20.3) (21.5) (22.4)
0.2 -10 13.2 - 16.5
(16.8) (20.2)
0.2 20 - 14.0
(17.5)
Frequency Band Regularizator Value
(Hz) 0 -+ 1075 107
0.2-5 189 188 187 -

(22.5) (22.4) (22.3)

0.2- 10 : 165 -
(20.2)

0.2 - 20 1.0 14.2
{(17.5) (17.6)

Tahle 7.4.1. Adaptive optimal group filtering SNR gain relative to beamforming
for different values of the GRFADAPT procedure main parameters. Gain values
are given in dB, values in brackets are AOGF SNR gains relative to average
single array channel. The results are based upon using 120 sec NORESS noise
recordings shown in Fig. 7.4.2. The results of the upper table are obtained with
a regularizator alue of 107%, whereas an AR model order of 12 has been used
for obtaining the results in the lower table.
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Event Array, Phase Gain Relative  Gain Relative  Frequency

Origin Distance (AR Model to Beam to Single Chan. Band
Time (km) Order) (dB) (dB) (Hz)
298:17.51.50 ARCESS P (12) 16.2 18.8 0.2-5
508.4
282:12.04.13 FINESA P (12) 21.7 23.3 0.2-5
287.9
P (12) 19.3 21.0 0.2-10
5(12) 19.6 21.6 0.2-5
S (12) 17.2 19.3 0.2-10
Lg (12) 17.3 19.4 0.2-10
294:09.13.00 FINESA P (12) 23.6 25.7 0.2-5
7723
S (12) 21.0 23.7 0.2-5
Lg (12) 20.3 23.1 0.2-5
NORESS P (12) 18.8 22.9 0.2-5
1302.7
S(12) 16.6 21.1 0.2-5
Lg (12) 16.5 21.3 0.2-5
28:09.38.09 NORESS P (6) 16.0 19.6 0.2-5
1219.0
P (6) 12.3 16.1 0.2-10
P (6) 10.1 13.8 0.2-20
P (8) 10.9 14.6 0.2-20
FINESA P (12) 23.1 24.3 0.2-5
1771.0

Table 7.4.2. SNR gains of adaptive optimal group filtering relative to
beamforming based on processing of local event phases.
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Event Array Phase Gain Relative  Cain Relative  Frequency
Origin Distance (AR Model to Beam to Single Chan. Band
Time (km) Order) (dB) (dB) (Hz)
292:12.31.45 FINESA P (6) 14.6 17.6 0.2-1
164.4
P (12) 16.3 19.4 0.2-10
ARCESS P (12) 16.4 20.8 0.2-10
390.4
294:19.32.03 FINESA P (12) 24.5 26.0 0.2-10
259.0
NORESS P (12) 17.9 21.8 0.2-5
564.6
S (12) 16.0 19.8 0.2-5
Lg (12) 15.7 20.0 0.2-5

Table 7.4.2, cont.




Jutput from GRFADAPT:

Start time:

1990-282:

Input rarmeters:

Filter type
FCH

FLH

FHH

IRL
ALPHA
AZIMUTH
VELOCITY
DARE
LCRC

REG
DARGRF
DARARF
DMARF

K

Output para
NP

AVCHPOW
BMEAN
BPOW
IERLBLD
TERMLD
IERGLD

GRTUN (M/P):
GRTW (M/P):
GRAUN (M/P):
GRMUN (M/P):
Gain (avch):

Gain (beam)

-1
. 5.25
20.00
20.00
15
0.00010
153.80
7.80

10

6

(P - phase, 0.2-£. Ha)

12.02.50.0 Seconds: 120 .00 (Dbata time interval.

(low pass(lp)=-1,band pass(bp)=0,high pass(hp)-1)
(lp,hp-filters cut frequency, hz)

(up-filter low cut frequency, hz)

(up-filter-high cut frequency., hz)

(one-side length of the filter impulse response;
(decay factor of the filter freguency response)
(azimuth of the seismic phase to Le extracted?
(apparent velocity of this seismic phase)

(order of a beam noise AR-model)

(number of autocovariance matrises)

0.000001(regularizator value)

[
10
20
4

meters:
1193

.1380
.0000
. 0948

.0003
.0098
.0000
0.0006
214.33
7 146.95

¢
0
0
0
0
0
0
0
0

(order of the data multidimensiocnal AR-model)
(auxiliary parameter)

(auxiliary parameter)

(resampling factor)

(number of the data samples being processed)

(averaged dispersion of the channel traces)
(mean value of the beam trace, m)
(dispersion of the beam trace, ¢ )

(computation errors, errorz1l, otherwise=0)

0.00068 (m and 0; of the AOGF output trace)
1.0128 (w and o_ of the whitened output trace}
0.0007 (m and o, of the auxiliary output trace:
0.0006 (m and o~ of the auxiliary output trace)
23.311 (AOGF SNR gain relative averaged channel}
21.672 (AOGF SNR gain relative beam, times, db )

(Description of the array data being processed)

Channel
FIN_AO_sz
FIN_Al sz
FIN_A2_sz
FIN_Bl_sz
FIN_B2 sz
FIN_B3_sz
FIN B4_sz
FIN_BS_sz
FIN_B6_sz
FIN Cl_sz -
FIN C2_sz -
FIN_C3_sz
FIN_C4_sz
FIN C5_sz
FIN_C6_sz

X{E-W)
-180.0
0.0

xég—g) ELEV TDEL  CHMEAN CHPOW

138.0 0.211 -0.0070 0.1287
0.0 138.0 0.211 -0.0181 0.1421

-308.0 -353.0 162.0 0.262 -0.0085 0.1308

275.0

~37.0 165.0 0.252 -0.0074 0.1264

121.0 -599.0 159.0 0.371 -0.0053 0.1280
-474.0 -555.0 176.0 0.292 0.0071 0.1258 .

~764.0
-436.0
83.0

-85.0 158.0 0.143 -0.0167 0.1171
257.0 143.0 0.09%8 0.0206 0.0913
277.0 147.0 0.153 ~0.0255 0.1501

1064.0 -657.0 158.0 0.248 -0.0223 0.1398

1110.0.
-162.0
629.0

226.0 138.0 0.027 -0.0460 0.1368
788.0 138,0 0.000 -0.0100 0.1507
420.0 138.0 0.182 -0.0373 0.1256

653.0 -518.0 138.0 0.413 -0.0160 0.1374
-185.0 -1108.0 138.0 0.460 -0.0329 0.2375

Fig. 7.4.1. Example of a GRFREPORT.OUTPUT file.
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7.5 A 2-dimensional finite difference approach to modeling seis-
mic wave propagation in the crust

Introduction

It is well known that the direct, discrete solution of the elastic wave equation
constitutes an excellent platform for synthetic seismogram analysis as all propa-
gation effects are included in the solution (e.g., see Mooney, 1983}, A practical
realization of this approach has been problematic until recently due to limitations
imposed by currently available computers. This being said. we will report below
on 2-dimensional (2D) finite difference seismogram synthetic experiments which
have been achieved through cooperative efforts with scientists at IBM Bergen
Scientific Centre (Bergen, Norway).

Elastic wave modeling formulation

The basic equations governing wave propagation in a continnous elastic medinm
are the momentum conservation and the stress-strain relation. Following Achen
bach (1975). in the velocity-stress formulation, these are given by

d dJd L,
/)0—11']:f] +a—I;(7}(. JF=1..00 (1)
J a i)
— =A— 0 22— 1, F=1.....J (2
at @ dry ve + }‘(')J.‘] g / 2}
a aJ a . . .
5—’ Tyt = Jt ;}T vy + ;;I_y [SF I _l.( = .. /. J #[ (3)
1

where Einstein’s summation convention is used. J is the dimensionality of the
problem, p is density, and A and ¢ are Lamé’s parameters. f; are body forces
and v, and o, are velocities and stresses, respectively.

Numerical discretization

Spatial partial differentiation is achieved through cost-optimized, dispersion-
bounded, high-order finite difference operators on a staggered grid. For time
stepping a leap-frog technique is used. The discretization of the elastodynamic
equations with two staggered numerical space differentiators, a%, applied as in
Levander (1988) to stresses and particle velocities [eads to:

J
PV L+ AY2) = Vi (- BY2)) = BUHF (O + 8] S0 + ,Z;‘ S SHOh A =1, d
[¥7]

" .
S,‘,’(t + Al) _ Sii(‘) - /\Aizé:‘/,+(t + A(/‘Z) +2[IA’6;‘/}+(I + AtL/2), ni=1, od

r=1

4 —— .
Sﬁ"(l-}-Al) —S;ﬁ(l) -~ p;,"’Al{&fV,’t(‘) +6,+V,. 0y, 5= W,ood g #L

104



with
V() = vi(x +h;/2,1),  FH(t) = f;(x + hj/2,0),

Sii(t) = o55(x,8),  SH*(t) = ou(x + b;/2 + hu/2,1),

p,.+ =p{x+h;/2), A=Ax), p=p(x) and /‘?'+ =u(x +h; /2+h/2).

Ltz
- v g(x+fhy) —g(x — (€ - 1)hy) |, dg j
6"+q(x) _ ; 4, | A ¥ o, (x+h;/2),
- "—“d— glx+ (E=Dhy) - b~ thy) o, Og oy
b7 q(x) = ; 2-1 Azj Taa 0

Here h(j) is the unit vector in the jth direction. A, u and $;; are defined at the
nodes of the Cartesian mesh, p;, VJ‘+ and l”J+ and defined at the links connecting
the nodes and S';"ﬁ and [Lj-[+ arc defined at the centers of the “plaquettes™, o are
numerical differentiators of coeflicients d.li,_]. q is here velocity or stress and %
is the length of the operator. For the numerical dispersion relations, the stability
limit and bandwidth introduced By the discretization, the reader is referred to

Sguazzero et al (1990).
Absorbing and free surface boundary conditions

By necessity, the numerical modeling limits the medium. and to reduce ar
tificial reflections from the numerical boundaries. the velocities and stresses are
multiplied by exponentially decreasing terms near the edges. For this procedure
to be efficient, relatively large models are required, that is, relatively large spatial
distances to the wedges and this in 3D modeling would he computationally very
demanding. In the latter case we have experimented with boundary operators
recently introduced by Higdon {(1990.1991), which at r = 0 read like

I"-‘[ (r ] J )
N80, — — ¢, —
! S ir

1=t

which will absorb perfectly a plane wave travelling towards the boundary at angle

105




a, and speed ¢;. ni is the order of the operator. Similar operators are nsed on
the other boundaries. The condition for this method to be useful is that the
number of time steps is small enough not to exceed a certain limit, after which
the method will appear unstable.

On the top free surface. we use the vanishing stress conditions for a free
boundary
i-T=0 (h)

Here 7 ts the outward normal unit vector on the surface and T is the stross tensor.

To get computationally tractable conditions, we assume the free top surface to be

locafly plane. Then 77 = &, where & is the unit vector in the vertical z-direction.
r and y are horizontal coordinates. (4) then leads to

oy = (7,

=y =0, =0 (%)

To increase the generality, one may assume a topographic relief as the free
surface. By relaxing the requirement of the surface being locally plane. one
assumes a given slope locally in each spatial direction. The resulting conditions
on the stresses become more complex, though tractable, as demonstrated by ik
o al {198%),

At present we have not incorporated the “topography™ free surface in onr
software,

Crustal wave propagation 20 finite difference synthe ties

The task of “adapting™ the 2D FD software for handling of seismological
problems has been rather time consuming. Hence, only recently have we heen
able to produce seismic syntheties for crustal wave propagation. We can also
handle 3D cases, but their seismological relevance at present is fimited. Anyvway.,
in the following we will present some examples of synthetic seismograms.

Maodel deseription and data analysis

Basically we use a homogen~ous crust of thickness 30 km and P 6.0

km/sec, which besides serves as a reference model. The options for perturbing

vel

this model comprise multilayering, pic ~ewise linear velocity gradients, large-scale
discontinnities like Moho bump(s), but so far no randomized scatter inclusions.
A schematic model illustration is shown in Fig. 7.5.1. Although the source (point
or line source) could be at any depth, the sensors are always on the free surface.
Any sensor configuration could be used, although our performance is for a 10-
clement line array with 0.1 km sensor interspacing, which is convenient for velocity
decomposition of the syntheties. Occasionally we use a sensor spacing of 5 km in
order to visualize the distance variability in the records.

An objection against 20) solutions of the elastic wave equation is that all prop-
agation effects are included and hence it would be difficult to isolate the response

106




of a specific body within the synthetic wavetrain. To overcome this kind of prob-
lems, we would process the synthetic records in a manner similar to that used
for real recordings. Principal techniques used are frequency wavenumber (f-k),
semblance and 3-component polarization analysis (e.g., see Husebye and Ruud,
1989). Occasionally we would make comparisons with “ray tracing” synthetics
for which more specific contribution effects are specified a priori.

Results

Examples of crustal synthetics using the procedure outlined above are shown
in Figs. 7.5.2, 7.5.3 and 7.5.4. The foliowing comments apply.

Figs. 7.5.2 and 7.5.3: Bump on Moho —- ranges 160 km and 210 km

In Figs. 7.5.2b and 7.5.3b the homogeneous cases are shown, while the bump
cases are shown in Figs. 7.5.2a and 7.5.3a, respectively. A comparison here gives
that the Moho bump does not strongly change the records, which is also rather
obvious from a corresponding comparison of the semblance plots in Figs. 7.5.2¢.d
and Fig. 7.5.3c.d. respectively. The dominant features in the synthetics appear
to be crustal reverberations (PmP), which are particularly abundant since the
signal source was put at a depth of 10 km.

Fig. 7.5.4: Bump on Moho — ranges 100-200 km

In this case, we used a linear velocity gradient in the crust and besides used
a sensor spacing of 5 km in order to visualize distance-dependent changes in the
records. As observed, the Pg-phase dominates the first part of the records, then
comes the corresponding S-phases and finally multimode Rayleigh-type of waves.
Wil Lo owidh laiger seusor spacing the semblance resolution is very high, as
illustrated in Fig. 7.5.4c,d. We have also tested the signal polarity, which further
adds weight to the realism of the 2D FD synthetics displayed.

Discussion and future work

The synthetics generated seemingly include all major phases, while in com-
parison to real records the body wave coda is weak to nonexistent. As demon-
strated, long wavelength heterogeneities like a bump on Moho do not contribute
mnich in this respect. This in turn implies that the cumulative propagation effect
of randomly distributed scatterers are likely 1o be of importance.

A specific advantage with our technique for 21) svnthetic seismogram calcu-
lations is flexibility in choosing model parameters. In our future work, some sort
of a reference crustal model would be established. Then we would systematically
change the velocity structure both above and below Moho. Scatterers would be
introduced at various parts of the travel path, and their effect would be visualized
partiy but taking the difference between “homogencous™ and “inhomogeneous™
synthetics. Finally, we would naturally compute synthetics on the basis of crustal
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results presented in Section 7.6.

S. Hestholm, IBM Bergen Sci. Centre
B. Rosland, IBM Bergen Sci. Centre
B.O. Ruud, Geol. Inst., Univ. of Oslo
E.S. Husebye
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Fig. 7.5.1. Simple one-layered crustal model used initially for computing svn-
thetic seismograms based on finite difference solutions in 2-dimensional (2D) of
the elastic wave equations. The point source is Jorated at a depth of 10 km:
crustal and sub-Moho velocities are 6.5 km/sec and 8.2 km/sec. respoctively.
Corresponding density values are 2.85 kg/m”® and 3.34 kg/m®. The Moho conp
is 50 7 wide and 2 or 1 km high. Horizomtal distance from sonrce to nearest edge
of Moho bump is 1.0 kni. So far scatter inclusions with contrasts in veloeity and
density of the order af 2 5 per cent have not been included.

109




a)

195 1, DL 0L 0L k3 sz
Y L. A;‘ SO SN IR ST SIS SIS S O A
914 Y \J\/”\\ I R VA N oo
kS A A \/ \/"\'\lﬁ,-.—,w«\/\/\f-»,w_,vu,', Dt
L e A J\/\/‘vw/ Sy SNy Ap— b2
50 e mr\\/\/\ﬂ,\,&_._a_.,\/v\,wwm_zv\/-» [bES
13 ___N,Avr\,J\{\/ N e AN e A S 04
e _——ﬁ.«f\/:,ﬂj\/\/ﬁx—\ﬁ_/ﬁﬁ_m_ﬂ/\nf‘ W:\,,Afl, _ o5
w2 ./\/\,‘/\/\, /\-\,‘,m—-__./\/\/\/—.\,vw — 6239
o ——--»_~~/\/*¥~I\/\/VN—~—*«/\/\/-W~W‘ D7
e — —‘_A/\f\ﬁl\/\/\«\,\/«w—»ww\,‘m,\mﬁ o8
566 ___WA,J\/\/W.MMMMN =]
T T T T T T T e T T [T T T T
23 24 25 26 27 28 23 30 Eal 32 3z
Tume (s)
fas, 47 00 07 G0 20.P% sz b)
[ SPEPOTE ENPEY BTN W Y Toaaadesand vadag il 1ol

s N \JJ"\/\ f\\[ N e AT e\ e o

638 —#an\r\JJ\/\/w\,_-.—_-Ww-«\f“/v\./-, ce
o2 ’~—/\/\/x\/\/\/\—v\/\—.—~vvv — A — DB
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7.6 Crustal thicknesses in Fennoscandia — An overview

Baekground

Crustal studies became popular among seismologists in the Fennoscandina-
vian countries some three decades ago, and still remain so. The numerons seismic
surveys conducted within this region are aimed at mapping crustal stractures in
ever-increasing detail. We have reviewed the knowledge accumulated from these
studies and made a new crustal thickness map with contour intervals of 2 km
for Fennoscandinavia. n some areas the sediment thicknesses exceed 10 km. so
it is important to differentiate between Moho depths and the crust crystalline
thicknesses, Hence for the southern parts of Fennoscandinavia, notably Denmark
and adjacent seas. an additional map of erystalline coustal thicknesses was made.
Below, we will present the major results from this crustal study, while for details
we refer to a forthcoming paper by Kinck o2 al (1991},

Geological Framework

Geographically. the Fennoscandinavian part of the Baltie Shield comprises the
Kola Peninsula (inclnding the White Sea), Finland, the Seandinavian Peninsula.
Denmark and adjacent seas (Skagerrak, Kattegat. the Baltie Sea and parts of
the Barents Sea)ln geological terms. this area (Fig. 7.6.1) exhibits a variety of
different tectonic provinces, ranging in age from Archean to Permian. The more
recent opening of the North Atlantic. commencing some 56 Ma ago, affected only
peripheral parts of the shield. that is, the coastal areas of western and northern
Norway.

Crustal profiling — Moho depth mapping

The principal aims of crustal profiling surveys are crustal thicknesses and
velocity-depth distributions above and below Moha. The former parameter seems
well constrained in view of small differences of the order of 2 3 ki either between
intersecting profiling lines or between reflection and refraction lines. Regarding
velocity depth distributions the reflection profiling data have poor resolution.
The refraction profiling data have relatively gond resolntion althongh the inver-
sion schemes in general use do not give unigne results, It suffices here 1o meation
that different groups of researchers using the same set of observational data sel-
dom prodnee the same velocity-depth distribution. The inherent problem here is
that the identification and picking of secondary phase arrivals often are dithicnlt
and hence the final solntion is not well constrained. Kinematic rav tracing is not
too helpful in this respeet since amplitude information and scattering contribu-
tions are mostly ignored. Also, there appears 1o be a signilicant improvement
in the published profiling results from the mid-seventies and onwards. reflecting
better recording instrumentation (digital), denser sampling and the use of more
sophisticated analysis and interpretational methods. These brief comments on the
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reliability of seismic reflection and refraction profiling results should be kept in
mind when judging the major outcomes of our study (Kinck ¢t al. 1991). namely,
a Moho depth map for Fennoscandinavia, thicknesses of the crvstalline crust in
the southern parts of the region (Denmark and adjacent sca) pius a tabulation
of P-velocity depth distributions for selected profiles.

Fennoscandinavian scismic profiling surveys

We have carefully screened the available literature for profiling surveyvs within
Fennoscandinavia, and the outcome of these efforts is tabulated in Table 7 6.1
and displaved in Fig. 7.6.2. Note that data from sowe of the profiling lines have
been reanalyzed and reiuterpreted and with fow exceptions we only refer to the
latest publication in tis regard. A fiual remark here is that indeed much effort
has been invested in the crustal mapping of Fennoscandinavia.

Results: Moho depth and crystalline erustal thickness inaps for Feunoseandinaria

In Fig. 7.6.3 the Moho depth map is shown and i Fig. 7.6.1 the erystalline
crustal thickness map (limited to Denmark and adjacent seas) are shown. A map
similar to that in Fig. 7.6.4 was attempted construeted for the Kola Peninsula
area, the White Sea and the western Barents Sea. but at present there are not
enough data available for such a task. Anvwav. the Moho map in Fig. 7.6.3
is rather detailed. in particular in the areas offshore Norway, as we have heen
able to incorporate recent results from marine seismic retlection snrvevs, The
crustal thickening is in general perpendicular 1o the coastal areas of southern
and western Norway, and the Kola Peniusula, but less so for the interplate Baltic
Sea. In general, the oldest parts of the Baltic Shield (the major parts of the

Fennoscandinavian region) exhibit the greatest crustal thicknesses. This nay he

expressed in the following form:

H o= {7 3log(T) - 10.2 (n

where /1 in kueis Moho depth and 7 is time in Ma.

The sediment thicknesses in the hasin areas offshore Norway are often formidable
with corresponding thicknesses of the eryvstalline crust of the order of 15 20 km.
There is no obvions correlation with age between the crustal Povelocity depth
distribution, although whether we lave piecewise negative, 7ero or positive ve
locity gradients is Jikely to affect profoundly seismic wave propagation in the
crst. Regar Lo veral Pooand Soovelocity variations within Fennoscandinavia,
this problem has been studied by 1omographic techniques nsing loeal seismologi
cal bulletin data (e oo Bannister of al, 199150 Their migor Gndives are that
pronounced low velocity areas are ascociated with the Caledonide mountains of
western Norway and the rift and basin areas offshore Norway, The contral parts of
the shield are rather homogeneous in this respect. A corresponding tomoegraphic
study of ernstal velocity viriations [Py and Sg phases} was not attemnpted sinee
the Pg/Sg ray paths canuot uniquely be determined.
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[iscuxsion

Compared to many other continental regions, the results displayved in Fig.
7.6.3 and 7.6.10 are indeed very detatled. On the other hand, stroctural details
are very poorly resobved. which in turn reflects the dati at hand: mainly, re
fraction profiling resalts. Althonglh these resalis are not adequate for restraining
hvpatheses on the tectonie evolution of Fennoscandinavia, we do think that these
resnits may be instrnmental in providing a better understanding of seismic recards
ai tocal and regional distances through syuthetic seismogram analysis. o this
respeet we consider the 2D finited difference techuiqie presented jin Section 7.5
to e most snitable sinee we conbd incorporate a tilting Moho together with any

kined of \'1-}:-(1?_\ eradient above and/or below Moho.

Ainal remark is that the Moho depth variatiouw appears to have a counterpart
in the spatial distribution of carthquakes within this region. As is well bnown.
e seismicity is by far Bireeat in the coastal areis of Norwav, where the crust is
exceptiowally thin, Paethermore, @l the Largest varthguaskes. including the his
torical ones have taken place fu areas where the erast is thin, In other words.
stress acenmulations within Fennoscandinasia appeas oo be insnthictent for erack
e o cansine i jor carthiguakes tnoarens with thick coast (H > 10 ki, which
naturally is stronger than the thin crnst in the coastal areas. Naturally, there are

many arcasjinchiding Denmark, with thin crust bt seismically guiescent,

E.S. Husebye
JJ. Kinek, Dept. of Geology, TTniv. of Oslo
F.R. Larsson, Dept. of Geology, Univ. of Oslo
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Mapret Name -~ Location i
ey e ;
Il Rlue Norma Avedik cvr al., 1984 i
o Rarents Sea dova et al., 1984 | Refrac
SVEEA Sveka, G T ¢, 1987 | Refrac
LADOGA Ladoqga, Finland/UsSOR [Fox eroag L et
Ti-T3 Western Barernts Geg Falege o0 i, 1man ;W
o 1
Ui-b2 Baltic Sea-Poland Grac et oan o, 1wl Bt
Yl-YZ Eastern Norwegian Flanke ot LA P W
21-26 Kela, USSHK Glaznev ot aL ek~ Bt
NAD Norsar, Norway Barteussei, 1877 Dy
—_ U S
cop Copenhagen, Uenmark Hungws et al., 19K0 Gpe o
RFS Hagfors, Sweden
KEV Kevo, Finland
KIR Kiruna, Sweden
KJF Kajaani, Finland
KON Kongsberg, Norway
KRX Kirkenes, Norway
NUR Nurmi jadrvi, Finland
SOb Sodankyld, Finland
UME Umed, Sweden
urp Uppsala, Sweden
- Balticum, USSR Lubimova, 1980 Refrac
> Siljan, Sweden Lund et al., 1988 Reflec
- Kattegat and S. SwedenKornfdlt and Larsson, | Reflec
1987
Table 7.6.1. Seismic profiling crustal mapping studies within Fennoscan
dinavia. (Refrae - refraction profiling: W Re — wide angle reflection profiling:
Specr. . ong period seismic spectral ratio technique: PSP - expanding spread

profile). {Page 2 of 2)




Protile S Profile 23 Profile FF3(3) Profie 13{1)
tH P-Vel H P-Vel H P-Vel H P-Vel
(hmj  (km/sec) (km) (km/seq) (km) (kmisee) (km)  (km/fsech
i 2.0 0 6.2 0 61 0 0.0
H 45 20 6.5 21 65 b [$XY]
22 S0 32 6.8 24 6.6 S 6.2
15 6.2 32 7.2 35 [ 20 6.5
Ry 6.3 45 7.2 35 7 20 0.0
27 6.7 45 6.8 45 74 11 69
31 7.0 S50 7.4 45 X1 41 X1
34 8.1 30 8.0 - :

) (2) 3 )
Profile LOE2 Profile Sveka Jrofile Balue Profile Ladoga
3 P-Vel H P H P-vel I P-Vel
thiy  (kin/sec) (kmy (k= ) (ki) (kmAeo) (k) (kmy/sec)
(} 6.1 ) 6.0 4] 6.0 QO 6.0
12 6.1 30 6.5 18 67 12 6.0
12 6.5 30 6.8 30 6.7 12 6.2
19 6.5 40 6.8 30 7.1 0 0.5
9 7 40 7.3 42 7.2 40 6.5
23 N 52 73 42 5.1 40 5.3
23 8.4 52 6.8 560 8.2 -

- 55 6.8 S0 N

55 79

(54 (6) (7) (%)
Profile 1 Profile L. Profile Profile TLA-LY
H P Vel 13 P-Vel H P-Vel H P-Vel
(hm)  (km/sec) (km)  (km/sec) (km)  (km/sec) (km) (km/sce)
0 6.0 0 6.3 0 5.5 0 5.0
14 63 17 6.3 6 6.2 5 56
14 67 17 6.4 6 6.5 5 6.3
36 6.8 33 6.8 26 6.8 13 6.3
39 73 33 8.1 28 7.5 13 6.8
39 8.0 28 8.1 3 6.8

31 L
9) (i) (1 12)

Table 7.6.2. Page 1 of 2.




Profile E3 Profife I-22(1) Profile F2(C) Profile 12(B)
H P-Vel 11 P-Vel H P-Vel H Vel
(hm) (km/sec) (kar)  (kmdsec) {hm) (km/sec) (ki) (hr/sed)
0 6.1 0 hR 8] 0.1 Q 6.1
16 6.4 [ 6.0 20 6.2 20 0.2
24 6.5 16 6.3 20 6.7 20 6.7
30 6.7 18 6.5 35 6.7 27 6.3
33 6.9 34 7.0 35 8.0 33 7.0
39 7.1 43 1.4 33 8.0
39 8.1 48 79 -- -

-~ 48 83 -- .-

(13) (14) (15) (16)
Profile U! Profile F1 Profile El Profile E2
n P-Vel H P-Vel H P-Vel H P-Vel

(km) (lan/sec) (km)  (km/sec) (km) {km/sec) (km)  (km/sec)

0 22 0 52 0 4.1 0 4.0
15 25 4 5.2 10 59 4 5.5
25 52 4 6.0 21 6.5 8 6.0
25 60 12 6.0 21 6.7 13 6.3
19 6. 12 6.7 31 6.8 18 6.7
31 6.9 32 6.7 3t 8.0 30 6.9
42 72 32 8.0 -- 30 8.0
4?2 82 -- -- -
a7 (18) (19) (20)

Table 7.6.2. (abalation of P velocity distributions presumed representative for
Fennogeandinavia e profile notation of Fable 7600 i rerained and the corre

sponding part of the respeetive profites for which the velociny distribtions e
valid are warked by dote in Fgo 7.6.20 The sources are not pecessarily cotoeid

ing with the listings of the original profiling references e Fable T and are
as follows: Profile St Davvdova of al (19550 Profile Z20 P3G P E L SVER Y,
BATTIC adn TADOGA: Korhonen of af (19900 Prolide TOF2 Drivenies of af
LNy Profile ¥200 3 Lund (19871 Profile 1020 By B2 s Clowes o2 gl n 1980,
Profile UV Grad «f af £1990): Profile F1OF20 R0 Gregersen o110 Prahle TA

LY Failcon and dusebye 1199750 Profile 1 Cassell of al c1os8s: Profife 1. 11
Kvaerna (115 Note that for the two segments of the Fonpolora probiie F2oand
F3. the letter indesing above is from sonth to north be 2080 FerC B2
FACEY and 306 dn Fie, 7.6.2 nooarch indexing, i Page 2 of 20
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7.7 Initial development of generic relations for regional threshold
monitoring

Introduction

In earlier reports { Kvarrna and Ringdal, 1990a, Kvarna and Ringdal, 1990b)
we have demonstrated applications of the threshold monitoring (TM) technique
to regions of limited areal extent like mines and nuclear test sites. This method
has proven to provide a simple and very effective tool in day-to-day monitoring
of areas of particular interest. One of the basic underlying assumptions has
been that each target region should be defined such that all events within the
region show similar propagation characteristics. This has enabled us to get the
necessary magnitude calibration factors from processing previous events with
“known” magnitude. using the relation

b:,J:’;’J*l“g(S;,J) (l:]‘[\_]:-]L] (n

where l}.‘J is our estimate of the magnitude correction factor for phase 7 and event
J. 1, is the estimate of the magnitude for event j(based on independent networks
or knowledge about the explosive charge) and S;J is our estimate of the signal
level at the predicted arrival time of phase i for event ;. K is the number of phases
constdered (there might be several stations and several phases per station). and
I is the number of events.

The magnitude correction factor to be used for phase s then given by

b= FE <bh ;> (2}
where F' denotes statistical expectation. Parameters like window lengths for
signal level estimation, travel-times of the different phases. frequency filters and
steering delays for array beamforming are taken from processing of the calibration
events.

Extension of the TM method to regions where no calibration events are avail-
able, requires that we have generic formulas for all variables describing the pro-
cessing. Such relations will make it possible to monitor new and larger geograph-
ical regions, and will in addition enable us to get a more thorough understanding
on how events originating in one region influence the threshold in other regions.
Applying such generic relations will of course involve a tradeoff where a wider
geographical coverage is achieved at some expense with regard to optimized mon-
itoring of limited target area. Thus it should be seen as a supplement, and not a
replacement of, the target-specific threshold monitoring.

In the following we present results from a preliminary study on methods
for obtaining such generic relations, with special application to the regional
Fennoscandian array network.
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Phases to consider and their travel-times

A standard method of estimating the wagnitude of local and regional events
is based on a measurement of the amplitude of the maximum peak in the §-
wavetrain (Richter, 1935; Bath, 1981; Alsaker ¢ ¢ al. 1990). The NORSAR record-
ings of Fig. 7.6.1 show that the position of the maximum peak vary strongly
from one region to another. Events originating within the Fennoscandian Shield
(event 1 and event 5) will usually have the maximnm energy associated with the
L, phase (group velocity 3.5 kin/s). On the other hand. events with propagation
paths crossing the North Sea graben structures (event 11 or evests originating in
oceanic regions (event &) will have the their maximun energy associated with the
S, arrival (group velocity about 4.5 kin/s). In addition, Kvaerna and Mykkeltvoit
{1985) have shown that the regions in which the L, arrivalis the dominant phase
are dependent on the frequencies considered. Le., the S, phiase becomes more
dominant as the frequencies increase.

The TM method require that the travel thines of the considered phases are
given 4 priori for all target areas. For optimum performance. one phase should
be associated with the energy maximnm of the wavetrain, From the complexitios
described above, it is obvious that we cannot abtain generic formmtas for the
travel-time of this amplitude peak withont extensive data analvsis and regional
mapping. For NORESS recordings, we have from the study of Kvarna and
Mykkeltveit {1285) an idea of the geographical regions for which S, or 1, is
the dominant phase, but similar information is currently not available for other
seismic arrays and single stations.

From several years of experience with seismic data fron local and regional
events, we know that the energy associated with the P phase often exhibits its
amplitude maximum several seconds after the initial P onset. This feature is
partly illustrated in Fig. 7.6.1. For optimum TM computations. it is also ben-
eficial to make use of the phases for which the travel-time difference is as large
as possible. We will therefore in the following proceed with the first arriving
P-phase (B, or Iy} and the L, phase in the TM analysis, using the standard
Fennoscandian travel-time tables as the generic formulas. To compensate for the
uncertainties in the positioning of the maximum amplitudes of the wavetrain, we
will introduce so-called time tolerances. This concept will be outlined in one of
the following sections.

Frequency bands

To ensure optimum performance of the TM method. we introduce bandpass
filtering of the data in the band where the considered phase is expected to have
the largest SNR. These bands are however difficult to predict as large variations
occur regarding attenuation properties of the different propagation paths, source
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spectra and noise conditions.

In the context of monitoring regions within local and regional distances, the
work of Sereno (1991) gives an excellent picture of the average properties of re-
gional phase attenunation, source spectral scaling and backgound noise conditions.
From an assumption on the event magnitude My and the epicentral distance, we
could use his results to predict the best SNR frequency band of a phase.

We will, however, in this preliminary study base our selection of filter bands
on statistics from the detection processing of the regional arrays NORESS and
ARCESS. The TAS/IMS system (Bache of all 1990) is used for rontine analysis
of data from these arrays. and all information concerning the detected seismic
phases are stored in a large data base. The statistics on the dominant frequency,
i.e., the frequency with the largest SNR, give us an idea on hew the optimum fre-
quency band varies as a function of epicentral distance. The statistics cover hoth
NORESS and ARCESS data from the time interval 1990/01/23 to 1991/04/29.

The P, (P,} results are given in Table 7.6.1. and show large variability, es-
pecially at distances below 500 hin. At larger distances the frequency band 3
to 5 Hz cover the vast majority of the occurrences. To retain simplicity in this
preliminary study, we have chosen to use the 3 1o 5 Hz frequency band for the
first arriving P-phase at all distances. For farger distanees this is also in voperal
agreetient with predictions hased on the resnlts of Serene (1991,

The L, results given in Table 7.6.2 also show large variability at distances be
fow 500 km. 1t should be noted that the dominant frequencies for L, are relative
to the preceding S, coda. and not relative to hackgound noise conditions. as was
the situation for £, We want optimum performance relative to backgound noise
cor ditions. so the [ statistics should be interproted with some cantion. On the
other hand, mmerous studies of L propagation characteristics (a.o.. Baumgardt,
1990: Sereno, 1991; Kvierna and Mykkeltveit, [9%6) confirm the “low-frequency™
navure of L, at distances above 500 kin. Alsoin this case we will make a compro-
mise and use the 1.5 to 3.5 Hz frequency band for L, at all distances. This will
give close to optimum performance for L, at longer distances. which is consideend
the most important for the overall threshold monitoring capability.

Grid de finntions and itme tolerance s

Threshold monitoring of a larger geographical region tmplies that each target
point have to represent a finite surrounding arca. If we divide the region to be
monitored into a grid. as shown in Fig. 7.6.2, the area surrounding the target
point is given by i rectangle as indicated on the same fignre.

The travel-time of the considered phase is given by 'y, where A denote the
distance from the station A to the target point M. Let Ta, be the minimum
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travel-time from any point within the rectangle, e.g., M1, and let T, be the
maximum travel-time from any point within the rectangle, e.g., M2.

If the density of the grid is such that the magnitude calibration factors do
not vary significantly within the rectangle surrounding each grid point (see Fig.
7.6.2). we use the following procedure for monitoring:

Let S(1) denote the signal level observed at time . Tustead of mewsnring the
signal level at time Ty as predicted from the position of the target point. we
introduce time tolerances such that

S{Ta) = max (S(t}) 3
where 1€ [Ta,. I'a,]. Thereby the estimated signal level can be said to reprosent
an upper limit for any sources within the rectangle. The time tolerances can
also be used 1o compensate for uncertainties in the position of the maximum

amplitude of the wavetrain. but we note that the resolution of the TM method
will be deteriorated if the time tolerances becomes too large.

ST longths

In determining the optimum S7.1 window length, we need to take three
factors into arconnt:

- Average ST .4 during noise conditions.
Variability of S7° A during uoise conditions.

Maximum ST A valne when the signal ovenrs
g

In practice, it is desirable to have a signal-to norse ratio as Jaree as possible,
measured relative ta multiples of the noise standard desiation. Our approach
toward solving this problem is ontlined in the following.

tn this indtiad stady. we have chosen to sample the data by 1 secand shop
terme-averages (ST 4) sampled at 1 second mtervale This decision i based op o

compromise between data resolution and managable data volumes

Intuitively, an instantapeons phase with short duration teg Pyt shoudd be
represented by an ST .4 averaged of o short time window  whereas the amplitude
level of an emergent phase with long duration teg. Ly should be represented
by a longer time window. The initial data saampling (1 <oc. ST 4 valnesioallows
us to use any integer ndtiple of 1 second as window leneths for the considered

phases,

Let AL denote the average of the logi S T4 ander nose condinions, and
fer (A1) be the associated standard deviation. Nt orefers to a particular 8774
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window length. Let y(At) be what we consider the “worst case™ noise situation
given by

y(At) = A(AL) + 7 - o{Al) (4)

Let S(At) be the maximum of log(STA) for the signal. We introduce the
term “noise damping”, z(At) by the formula:

(Al = S(A1) - y(At) (5)

The “noise damping”™ is then a measure of the “effective” signal-to-noise ratio,
i.e.. how much the signal exceeds the “worst case™ noise sitnation. The optimum
ST A window length, At. is the argument for which the noise damping z(A¢)
attains ifs maximum.

To assess the optimum ST A window lengths for £, and Ly and to reveal any
distance dependency, we computed maximum signal ST A values with different
window lengths for events at various epicentral distances.

Using the z-component of the center instrument of NORESS, ARCESS or
FINESA, the £, data were filtered in the 3-5 Hz passband. The starting point
of the ST 4 windows were at the predicted arrival time of the P-phase. and to
accomodate for uncertainties in the positioning of the amplitnde maximum of the
P-wavetrain, we introduced a time tolerance of £ 5 seconds. Information on the
P, data are given in Table 3. The interpolated curves of Fig. 7.6.3 give S( A7) for
several events for a set of different window lenghts. For this study, the absolute
scale of S(Af) is without any significance, so for dispiay purposes, an offset was
added to each of the curves. As expected. the shortest window length (1 second)
gave the largest S(Af). but there is a distinet difference in the slopes for events
above and below 300 km epicentral distance. We will therefore in the following
proceed with two average signal curves, one for all events within 300 km of the
stations, and another for for the rest.

The noise charadcteristics for the 3-3 Hz frequency band was obtained from
analysis of six 30 minute noise intervals. Information on the noise intervals are
given in Table 7.6.4. For consistency with the P, analysis, a time tolerance of 5
seconds was used. Values of A(At) for all noise samples are given in Fig, 7.6.1.
together with the average over all six samples. Similar curves for a( At) are given
in Fig. 7.6.5.

Now turning to the noise damping of the P, phase for events within 300 km
of the station. Fig. 7.6.6 give the noise damping (A7) for a set of confidence
levels r-a{ At} (: = 1.2.....5), and show that for anv choice of confidence level,
a 1 second window length will do the best. For events more distant than 300
km from the station, we get the same conclusion as inferred from the results of
Fig. 7.6.7. It is clearly possible that a shorter time window than 1 second might
further improve the P, phase. but we have not so far investigated this possibility.
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The definition of the “worst case ™ situation is somewhat arbitrary, but seen in
conjuction with the total number of samples per day (86400), the 30 level is a
resonable practical compromise. This means that 99.9% of the data will be below
this limit. We also see that for all confidence levels up to 5o, the conclusion on
the best window length for £, will remain the same.

Sitstlar analvsis was conducted for the L, phase. The data were bandpass
filtered between 1.5 and 3.5 Hzo and the center point of the signal analysis window
wax <et at the expeeted amplitude maximum of the L, phase (ie. .1 a group
velooity of 3.5 kni/s). T accomodate for wneertaintios in the positionn ¢ of the
ampittude maximam, we used a time tolerance of 15 seconds. Details on the
L. phases are given in Table 7.6.3, and the values of S{AY) for events at varions
distances are showp in Fig. 7.6.%. Also in this case events above and bhelow 300
km show different slones, and we will in the following proceed with the averages
for these two populations.

The data intervals of Table 7.6.4 were also used to assess the noise charac-
teristics of the 1.5-3.5 Hz frequency band. The estimated curves for 4(At) are
given in Fig. 7.6.9, and the corresponding o-valnes are given in Fig. 7.6.10.

The noise damping. computed from “an average” L, signal within 300 km
epicentral distance and from “average™ noise conditions, is given in Fig. 7.6.11.
When considering the levels 3o and higher, all window lengths of 5 seconds or less
seem to do almost equally well. The corresponding curves for events exceeding
300 km epicentral distance are shown in Fig. 7.6.12. They indicate that an §7 4
window fength of 10 seconds will be close to optimum for all confidence levels up

to Sa.

Our preliminary assessment is that a 5 second window length should be used
for L, phases originating from events within 300 ki epicentral distance, whereas
a 10 second window should be used for events exeeeding 300 kin.

Anincrease in the tine tolerances will inerease the values of A{At), whereas
at Aty will decroase. Fig, 7.6.13 Hlustrates this for a noise sample in the 1.5-3.5
Hz frequency band usiug a 10 second ST A window length. We see that the value
of A(AL)+ 3 (A1) remain almost constant for any time tolerance, implying that
the resnlts we obtained with a time tolerance of £ 5 seconds, also seem to be
valid for other choices of time tolerances.

Steering delays and ¢ ffects of mis-steering

One of the main features of seismic arrays is the ability to improve the signal-
to-noise ratio (SNR) by beamforming. Instead of computing the ST A’s from
handpass filtered single component sensors, we steer beas towards each target
point, filter them in the appropriate frequency bands, and finally compute the
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ST A values. In this way, we significantly reduce the noise levels (for uncorrelated
noise, by a factor of VN, where ¥ is the number of sensors). Kvarna (1989) have
estimated the SNR gain. the noise suppression and the signal loss for P-phases,
using data from the NORESS array. In the 3-5 Hz frequency band, appropriate
for P,.it was found that an SNR gain of 12 dB could be achieved with optimum
plane-wave steering delays. It was also found that even though the array was
steered with optimum steering parameters, the signal amplitudes were reduced
by the beamforming, due to lack of coherency.

As shown in Fig. 7.6.11, the steering delayvs (apparent velocity and azimuth)
appropriate for the target point. will not be optimum for the rest of the points
within the surrounding rectangle. We will in the following consider the “worst
case” situation, and account for the maximum signal loss for any points within
the rectangle. If we assume that the expected slownesses of all points within
the rectangle is identical, which is resonable for /°, and L,. the mis-steering will
primarily be caused by deviating azimuths, as shown in Fig. 7.6.14.

Fig. 7.6.15 illustrate the loss of the maximum ST A as a function of mis-
steering. for NORFSS and ARCESS P-beaws filtered between 3.0 and 5.0 Haz.
Information on the events are given in Table 7.6.5. The apparent velocity of
each phase is taken from broad-band f-k analvsis, the 7 A length is one second.
and the time tolerance is £5 seconds. The mis-steering is introduced as azimuth
deviations normalized relative to an apparent velocity of .0 kin/s. Let 8, denote
the azimuth deviation relative to an apparent velocity of 8.0 km/s and let vy
denote the apparent velocity of the incoming wave. 184, is the azimuth deviation
relative to v,. we get the following relation:

Ly By .
G, = 2arcsin{ —— sin — ) (63
.0 p

Fig. 7.6.15 shows that the signal loss is about 4 dB for a normalized azimuth
mis-steering of 20 degrees. Le., if our grid is constructed in such a way that the
maximum allowed azimuth deviation is within 20 degrees (see Fig. 7.6.14). the
P, signal loss at NORESS and ARCESS will be within 4 dB. For arrays with
smaller radius (e.g.. FINESA). the signal loss will be less.

We have not so far investigated the signal loss due to azinuth mis-steering of
the L, phases. The apparent velocity is lower than for £, which indicate higher
signal loss, but the lower frequeney filter used for L, (1.5-3.5 Hz versns 3.0-5.0
112) works in the opposite direction.

Due to the Large regional variations in propagation characteristies, it is usnally
difficult to predict the apparent velocities, given the coordinates of the target
point. Table 7.6.6 gives the estimated apparent velocity of the first arriving P-
phase (P or ) as & function of epicentral distance. These statistics are taken
from the TAS data base, and contain both NORESS and ARCESS observations.
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Similar statistics on the [, phase are given in Table 7.6.7. Both tables show a
large scatter, illustrating the difficulty in predicting the apparent velocity given
the epicentral distance. Another complicating factor is the dispersion of the L,
wave train, implying that the estimates of apparent velocity will be a function of
both the frequency band and the positioning of the analvsis window.

We have initially not attempted to do any systematic regionalization of the
apparent velocity observations. In the mean time, we use au apparent velociiy of
2.0 km/s when formmg £, beams steered towards target points more disiani 1Lt
250 ki At closer distances, we use 6.5 km/s. For L) beams, anapparent velocity
of 1.3 ks is assumed for target points at all distances. These parametors are
currentiyv used for all arravs (NORESS, ARCESS and FINESA).

I'he signad loss will also be dependent on the array geometry, but this has
=0 far not been studied in conunection with mis-steering of the beams, A natural
next step will be to evadnate all the effects of beamforming array geometrios
and mis-steering in the context of threshold monitoring, Bat in this preliminsry
study. the signal loss is acconnted for by adding a constant term of 0.2 (4 dB) 10
the observed log{ S 174 ) values for Py (P)) and 0.3 (6 dB) to the log{ ST A) values
for L,

Magnitude correction fuciors and variarnce
[ J

Weare now in the pozition to compute the generie relations for the magnitude
carrection factors. as the other TAT variables have been prefiminary assessed,
Alsaker of ! 19900, collected a barge event data base when estimating formulas
for a My seale in Norwave and they subsequently computed network averaged
My estimates for all events. We will in the following use their data bace and
magnitudes as a basis for compnting the generie relations for the magn tude
correction factors,

Fhe dati hase contains observations from 21 different <tations (see Fig. 76,16,
most of which with ditferent instrument response fur-ons. In order to compare
the ST A values at the jespective stations. we need to find & common basis for
comparison. As the individual amplitude response funetions show only small var
ations within the relatively narrow passbands considered for P, and Ly we can
it an approximate way transfer the ST.4 values into units of nrcor nm/s simply
by multiplyiug, by the displacement or velocity response at the conter frequency
of the passhand, snel that

ST Ay = ST Ay | Ayl ) ()

where ST A is the observed ST in guantum units,

A4l 1s the displacement
amplitude response, and the center feequency w,. = /Oy where wy and wy are
the low and high cutoffs of the passhand. A similar type of equation c: 1 be used
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if we instead convert the ST A values to ground velocity.

In accordance with earlier regression analysis of magnitude relations { Alsaker
ot 1000w thanes the following parameterizition:

Mi=logsTA +C1+C2-logd, +'3-A, (z=1,--+, 5} (2

where Vs the number of observations, M, is the network magnitude of the event,
ST A, is the instrument corrected ST 4,,, and A, is the epicentral distance.

The data base of Alsaker et al (1990) contains 741 observations distributed
among 195 events {see Fig. 7.6.17). To ensure good SNR in the P, and L,
frequency bands, all data were visnally inspected.  After rejecting data with
insufficient SNR or with other data quality problems. 153 observations remained
for P, analysis and 528 for L, The ST A4 values were compnted using the recipes
outlined in the preceding sections, and the results from the regression analvses are
given in Table 7.6.4. Estimates of the standard deviation are also given. and show
a o value of 0.19 for L,. The P, data show a much larger scatter, and we obtained
a o value of 0.36. Compared to site specific monitoring, these o estimates are
significantly higher. as the typical 7 values for site specifc monitoring are fess
than 0.2 for P, and less than 0.1 for L. If different filters. travel-time models or
other parameters were to be used in the 'TM analysis, new magnitude correction
factors would have to be obtained from reanalysis of the calibration events, using,
the new recipies.

As the TM method computes upper magnitude limits from a camulative dis-
tribution with a given mean and standard deviation. we have the option of bal-
ancing the term ('] against the standard deviation #. This implies that we can
reduce a if C1 is increased. Our philosophy behind the TM computations has
been to make conservative estimates of the upper magnitude limits. in order not
to overestimate the capabilities. In this way, we can add a coustant term to €'}
or increase @ if some of the attenuation relations or other underlying parameter
estimates of the TM method are considered particularly uncertain.

Discussion

The results presented in this study give us a mwweans of testing the concept
of threshold monitoring applied to large geographical regions. It enables us to
extend the original “site-specific™ threshold monitoring to what we might call
“regional threshold monitoring™. Using these initial generic relations, Ringdal
and Kverna (1991, this issue) have already shown how colour computer displays
can he applied to interpret the results from TM analysis. They also mdicate
new applications of the regional threshold monitoring concept which should be
investigated in parallel with improvements of the generic relations.

The data base used for ohraining the magnitude calibration factors consists of

139




events from Fennoscandia and adjacent areas, making the results representative
for this kind of geological environment. If we want 1o extend the TAM analvsis
to other types of geological regions, exhibiting different wave propagations char-
acteristics, new generie relations have to be found. Another uncertain factor,
concerning the currep® magnitnde calibration factors, s the effect of vsine this

particular data base fur regression, as the sime data base was used for obtaining
the Af; scale for Norway (Alsaker ef af, 199G

The effect of signal loss due 1o mis-steering of the arrays should be maore
thoroughly investigated, The signal loss is a function of several variables. amony
others: phase type, signal cohereney. frequency. degree of mis steering and array
geometry. This also implies that when new arrayvs. with different array geome-
tries, are introdirced in the TAM computations. new models for signal loss have 1o

be assessed.

We are also jnvestigating the possibility of using <everal filter bands when
representing the amplitude Jevel of a phase. The ourrent model of a fixed fre
quency band for P, and £, is dearly not optimal. But in order 1o make such
improvements, new generic relations have to be obtamed for a set of different
filter bands.

Regionalization of the travel-time models for the maximum amplitude peaks
in the wavetrain will optimize the TM computations. The data base of Alsaker
et al (1990) contains several recordings at NORESS and ARCESS which can be
used to regionalize the travel-time models a1 these two stations. But {or the
other stations currenthy providing digital data 1o NORSAR (FINESA. GERISS.
ksiaz and Staryv Folwark), a new event data base will have to be collected. If
independent network averaged magnitudes can be provided for these events, the
generic relations for magnitude calibration can also be mmproved.

In concluston, the key for further improvements of the generic relations for
regional iheshold monitoring is easy access to a large event data base includ-
ing recordings at all relevant stations. Network locations and network averaged
magnitudes shonld be avaliable for all events. With this at hand. we have the
possibility to investigate regional belavionr and the effect of ditferent parame-
tor settings, in order to further improve the performanee of regional threshold
monitoring,

Tormod Kvarna
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i Origin time Lat. Long. Distance M, Station Pn data_ L, data ||

13906-101:11.51.55.4 62.8 276 170.8 - FINESA yes yes
1990-101:13.46.07.0 60.9 29.3 183.8 - FINESA yes yes
1989-167:11.23.26.0 69.4 30.6 200.0 3.0 ARCESS yes yes
1989-076:11.45.53.0 €69.4 30.6 200.0 2.9 ARCESS yes yes
1990-101:10.21.21.0  59.5 25.0 224.8 - FINESA yes yes
1989-033:18.28.55.0 67.1 20.6 338.5 2.5 yes yes
1989-059:18.36.45.0  67.1 20.6 338.5 2.5 yes yes
1989-105:08.50.53.0 68.1 33.2 348.9 2.7 ves yes
1989-133:08:18.49.0 68.1 33.2 3489 2.7 yes yes
1988-258:08.59.58.0  64.7 30.7 584.0 2.9 yes yes
1988-141:09.54.24.0 59.5 25.0 760.0 2.7 NORESS no yes
1989-051:13.19.57.0 59.5 25.0 760.0 2.5 NORESS no yes
1989-108:13.41.15.0  59.5 26.5 B41.0 2.8 NORESS no yes
1988-075:11.52.22.0 61.9 306 8822 2.8 ARCE: yes yes
1990-103:10.18.55.0  59.2 28.1 937.0 3.1 yes no
1989-005:10.08.07.0  61.9 30.6 1024.3 2.5 no yes
1988-258:08.59 58.0 64.7 30.7 1069.4 2.9 no yes
1990-103:10.28.41.0  64.6 31.2 1093.7 3.0 ves no
1989-090:12.16.17.0  59.5 26.5 11198 3.0 no yes
1996-103:08.37.08.0 676 33.5 1302.7 2.8 yes no
1989-167:11.23.26.0  69.4 306 1307.3 3.0 no yes
[_1989-168:08.59.23.0 68.1 33.2 1314.3 2.9 no yes

Table 7.7.3. Information on the events used for computation of maximum signal
amplitudes, denoted S{At).
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[r Start time
1990-096:22.50.00
1990-0096:2:3.00.00
19903-007:14.30.00
1990-097:14.30.00
TN (%:(1) .(X).00

1990-099:03.00.00

Table 7.7.4. Start times of noise intervals used for assessing average noise
characteristics. The length of all intervals were 30 minites

Origin time _\f_ﬁl‘i;l.;;g-ﬂ_—
TTa01 11901 25060 an2 115 NORESS |
1991-120:C3. 40,340 514 16.2 NORESS
1991120009 19370 K79 343
190112000 1.59.23.0  64.6  32.0
1991 120:1; ;

19911 20009 20
OO 12001 2.00 40 1 1583

S jau-120

Table 7.7.5. List cvents used for the preliminary assessment of signal loss due
to mis-steering of the P-beams. The event locations are the antomatic network
solutions from the generalized beamforming method, see Ringdal and Kvierna
{1989).




I {1 0-250 ] 250-500 | 500-750 [ 750-1000 | 1000-1250 | 1250-1500 | 1500-1750 | 1750-2000 [ Total ||

6.0-6.5kin/s 194 56 2 2 0 o 257
6.5-7.0km/s 808 485 8 3 4] 0 1308
7.0-7.5km/s 599 1187 28 27 0 0 2161
7.5-8.0km/s 482 1179 61 TT
8.0-8.5kmn/s 372 664 107 B
8.5-9.0km/s 140 380 111 122
9.0-9.5km/s 22 181 71
9.5-10.0km/s 13 T 5]
10.0-10.0km/s 6 17 2
10.5-11.0km/s 6 10 N
11.0-11.0km/s N3 6 18
11.5-12.0km/s 2 T
II fotal rl 2657 [ Eh

Table 7.7.6. This table give an overview of the estimated apparent velocity of
the first arriving P-phase i £, or I,). Fach element of this table, give the number
of observations of the apparent veloeity fora given apparent veloeity and distance
range. The data are taken from routine detection processing of the TAS system,
and the statistics cover both NORESS and ARCESS data from the time interval
1990701723 to 1991 /01/29. All events were below 1, 3.0.

! I TR0-T000 | 10001250 ] 1250:1%00 [ 1500-1750 [ 175002000 [ Total ]|
T252skm/s T 0 | 6 [} [T A T A R o T D
283 0km/s || 52 | 108 s 21 41 5 1 0 236
3.1-3.4kmi/s 41 146 34 39 50 5 0 Q 24
+.4-3.7km/s 154 358 45 Gt a5 i 0 [¥] | 662
3.7-4.0km/s 616 Ri32 K3 16R 10 20 1 [ 1760
4.0-4.3km/s 913 1335 RO 211 25 20 0 0 2584
4.3 4.7km/s AR RR3 15 K5 20 o 1 il 1523
4.7-5.0km /% 208 34 6 20 R 1 0 0 690
5.0-5.3km/s 12 165 1 2 Q 0 pl
5.3-5.5km/s 58 36 2 0 0 101
Total 2634 [ asoy | I T 3] 0 TR ]

Table 7.7.7. Same as Table 7.7.6. but for the L, phase.
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Table 7.7.8.

H Phase ﬂ €1 2 '3 = a Ilnbiﬂ

Pa, Py 15737 14236 068161703 453 1
11, [[oussy o232 1.31A8E-03

528

Results from regression analysis of the data used by Alsaker «f

al (19903, The regression coetlicients and the o values for P, (P)) and L, were
obtained from processing the data with the 'I'M recipies outlined in the preceding

sectiots.,
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Fig. 7.7.1. Mlustration of variation of relative importance of the phases S, and
f.4. The standard group velocities of 4.5 and 3.5 kin/s, commonly assigned to
Sa and L, respectively, are marked by dashed lines. The upper three traces
cover the distance interval 480-550 km, while the three lower traces correspond
to epicentral distances in the range 1225-1320 km. The location of the NORSAR
array is denoted by a ring on the map, and the traces are from the NORSAR
seismometer 02B01. The data are bandpass filtered 1 to 5 Hz. The reduction

velocity is 8.0 km/sec.
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Fig. 7.7.3. The asterisks of this figure show observations of maximum log{ ST )
{denoted S(At) ) for £, for a set of ST Alengths, The observations corresponding
to the same phase are interpolated by dashed or dotted lines. and the epicentral
distance of each event is indicated. Information on the events are given in Table
7.7.3. For display purposes an offset was added to each of the curves, as the
absalute scale is without any significance. Note the difference in the slopes for
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Fig. 7.7.14. Iu order to monitor a finite area surronuding each of 1he tar.
el points, a tniz-steering inazimuth i introduced when the beams are steered
towards the target notnts. This Ggnre illistrates this for two target points at
different distances. The azimath deviarions are indicated by dashed lines. Also
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i Fable 7. For a eirenlar array. 3 s common to map the signal loss as o
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7.8 Continuous threshold monitoring using “regional threshold
displays”

Introduction

Continuous threshold monitoring (Ringdal and Kvaerna, 1989) is a method
of monitoring seismic amplitude levels for the purpose of assessing the largest
size of events in a given target region that might go undetected by a monitor-
ing network. The method has recently been implemented v.ithin the Intelligent
Monitoring System (IMS) (Bache et al, 1990). In previous Semiannual Technical
Summaries, as well as in the present issue, several examples of application have
been presented. In particular, Kvaerna and Ringdal (1990) conducted a one-week
monitoring experiment of the Novaya Zemlya test site using the Fennoscandian re-
gional array network, and concluded that contiruous threshold monitoring down
to event size as low as mp = 2.5 appeared feasible for this site.

Regional threshold monitoring

In the current IMS implementation of the TM technique, a limited number
of specific target sites are monitored. These sites include several mines in Scan-
dinavia and Western Russia, along with the Novaya Zemlya and Semipalatinsk
nuclear test sites. For each of these sites, a number of calibration events are
available, and thus it has been possible to fine tune the parameters in order to
obtain close to optimum monitoring performance.

“Regional threshold monitoring” is defined as an extension of the original
“site-specific” threshold monitoring concept. It entails using the same basic prin-
ciples to obtain wide geographical coveragz, including coverage of regions for
which no calibration events are available. The key to achieving this is to de-
velop “generic” relations for attenuation and magnitude corrections of seismic
phases of interest, and to deploy a sufficient number of beams to ensure adequate
geographical coverage.

Kvaerna (1991, this issue) has developed initial such generic relations for the
Pn and Lg phases of NORESS, ARCESS and FINESA. His relations are appli-
cable to Northern Europe and adjacent regions, and are based on a systematic
analysis of several hundred phase observations of regional events in various geo-
graphical areas. Kvarna’s results form the basis for the study presented in this
paper.
Threshold maps

The regional threshold monitoring approach lends itself naturally to displays
in the form of contoured geographical maps. By using a spatial grid covering
the area of interest, interpolation can be applied to get a visual representation of

threshold variations over an extended geographical region, and examples will be
given later.
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These contour maps are in many ways similar to the standard network capa-
bility maps iraditionally used in seismic monitoring studies { Networth, Snap/D,
etc.). However, there are some fundamenta) differences:

- Standard capability maps use as a basis statistical models of signal and
noise characteristics; in particular a signal variance and a noise variance is
assumed to compensate for statistical fluctuations. In contrast, the regional
TM maps give “snapshots™ of the capability as actually observed at a given
point in time.

With standard maps, no allowance is made for upusual conditions, such
as, g, the occurrence of a large evarthquake or an aftershock sequence
which may canse the network capability to deteriorate for hours. With the
TM approach. the actual variation in detection capablity s immediately

apparent.

Standard capabiity maps require assumptions, e with regard to "SNR
threshold required for detection”™ and “minimum number of stations re
quired to locate™. The TM maps require no such asswmptions since they
are not tied to “detecting and locating”™ seismic events. but rather describe
directly the observed “seismic field”™ at any poiut in time.

We will briefly comment further on the last item mentioned abover The re
gurement of multistation detection with the standard method will sometimes
result o unrealistically high thresholds, e.g | in areas near a station of the mon
itoring network. The multistation requirement aiso implies that the method is
not able to adequately represent the possibility of particularly favorable source
station paths. A case in point is the outstanding capability of the NORESS arrav
in detecting explosions at Shagan River. 'Thus, if NORFSS has no detection. it s
highly unlikely that any explosion at that site of my > 3 has occurred. whereas a
capability map based on J-station detection requirement may well show a thresh.
old an order of magnitude higher.

The threshold monitoring approach will avoid these inconsistencies. Thus, un
der normal noise conditions, the thresholds will be very fow within a few hundred
km of each network station. Furthermore, since the TM thresholds are dominated
by the “best™ statjon of the network. particularly favorable source/receiver paths
may he accommodated. although this wonld reguire a combination of regional
and site-specific monitoring.

Display ¢rample s

Using the generic relations developed by Kvierna (1991). we computed a
threshold monitoring grid of 20 x 20 geographical aiming points for a 40 minute
s NORESS, ARCESS and FINESA
were used. Contouring maps were developed by interpolation in this grid. and

time interval. Data from the three ar
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displayed in the form of color maps where the color scale is tied to the actual
threshold.

Figs. 7.8.1 and 7.8.2 show two representative examples of output from this
procedure.

Fig. 7.8.1 shows the “absolute™ TM threshold levels (with m; units indicated
on the color template) at a specific time during a typically “quiet” period {i.e., o
seismic event occurring). We note that the areas immediately surrounding each
array (deep or light blue} show the lowest thresholds (below my = 0.5}, whereas
most of the remaining area at regional distances has a green color, indicating
thresholds in the range my = 0.5-1.5. The yellow color seen further away from
the network stations indicates thresholds of 1.5 to 2.5.

Fig. 7.8.2 shows a typical map at a time corresponding to a mining explosion
{magnitude 2.2) at the Apatity mire in the Kola Peninsula. In contrast to Fig.
7.8.1, we have here chosen to display relative thresholds (i.e., thresholds relative
to the average thresholds during noise conditions at each geographical point).
This is done to emphasize more clearly the effects of the seismic event in causing
threshrld increases outside the source area. We note that, naturally, the area
surrounding the mining site has the highest relative threshold (red), whereas the
“side lobe” effect causes significant threshold increase also in other regions, some
of which quite far apart from the mine.

The computer displays shown in Figs. 7.8.1 and 7.8.2 also include fields for
displaying threshold traces and selecting various plotting options. At the present
time, however, these features have not been operationally implemented.

Perspectives

We consider that the regional approach to threshold monitoring would imply
a significant enhancement of practical monitoring of underground nuclear explo-
sions. In particular, a graphics display system could be developed to provide
the analyst with very useful interactive tools. Among features that might be
desirable are:

“Snapshots” of regional threshold maps taken at times when a peak occurs
on a threshold monitoring trace. For exainple, il a peak is obse.ved on
the threshold trace used to monitor Novaya Zemlya, such a snapshot could
immediately reveal that this peak might, e.g., be a side lobe effect from a
remote earthquake.

Threshold displays taken during the coda of very large earthquakes, indi-
cating the resulting effects on detectability in various regions.

'

“Cumulative” displays showing the largest possible events that might have
occurred during a given time period (e.g., 24 hours).




- Combinations of threshold displays and conventional epicenter maps of de-

tected events.

An extremely interesting application would be a real time “video™ display of
how the thresholt situation fluctuates with time. When a seismic event occurs, a
real time display of this type would illustrate how the threshold first increases at
“side lobe™ locarions, with subsequent focusing upon the actual epicentral area.
Such a video option could of course just as easily be implemented for off-line
(retroactive) display of time periods of interest.

In order to nake effective use of the regional threshold monitoring approach
and the associcted display options, a workstation with powerful computational
and graphical ¢ (pabilities will be required. and we are currently evaluating possi-
bilities in this r- gard. We are also continuing our research aimed at integrating the
“regional™ and “site-specific” threshold monitoring methods, which we consider
to have a com ‘ined potential of beroming a basic tool in practical monitoring

applications.

F. Ringdal
T. Kvaerna

Acknowledp:ment: The prototype interactive regional threshold monitoring
dispiay which ‘orms the basis for the illustrations in this paper has been developed
by Rolf M. A, sen of NORSAR, using the "NOGRA™ graphics software system.
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Fig. 7.8.1. Example of regional threshold display of “absolute™ threshold levels, at a typi-
cal “quiet” period. See text for detailed explanation.
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Fig. 7.8.2. Example of regional threshold display of “relative™ threshold levels at a time
when a mining explosion occurred in the Kola Peninsula. See text for detailed information.
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